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#### Abstract

QUATTRO-20 as advanced tool for estimation of the recurrent sequences was created and tested. Discrete analogue of Verhulst equation $x_{t+1}=F\left(x_{t}\right), F(x)=r x(1-x), t=0,1,2, \ldots$, was selected as the model of recurrent sequence. Related mathematical material is presented in user-friendly form: convergence conditions, Lyapunov index, behaviour of the sequencies generated by second, third, fourth compositions of function $F(x)$. QUATTRO-20 contains several visualization methods such as xy plot, Bifurcation diagram, distribution of Lyapunov index, CobWeb plot, graphical solution. Novel graphical technique of realization of the sequence convergence was presented. Keywords: Discrete analogue of Verhulst equation; Logistic map; convergence condition; Bifurcation diagram; Lyapunov exponent; Lyapunov index; CobWeb plot. Citation: Jelena Kozmina, Alytis Gruodis (2023) Tool QUATTRO-20 for Examining of the Recurrent Sequencies Generated by Discrete Analogue of the Verhulst Equation . - Applied Business: Issues \& Solutions 1(2023)1629 - ISSN 2783-6967. https://doi.org/10.57005/ab.2023.1.3


## Introduction

Stochastic processes are present in many fields of biology (population dynamics, host-parasite interactions), sociology (growth of population), economics (market activity), cryptography, steganography etc. [1,2]. For population dynamics, there is never enough information to understand fully a population amount and dynamics of the surrounding influence (affection) [3]. This means that contemporary modeling emphasizes uncertainty by incorporating stochasticity [3,4]. In many cases, stochastic behaviour is very complicated, and unique non-trivial solutions could be reached in approximate form, using for example entropy approach [5] only. As Bertel et al [6] pointed out, chaotic phenomena can appear in many dynamical systems which could be characterized by following conditions: nonlinear behaviour and evolution progress (as expression of recursive nature). Historical overview of dynamical progress problem made by Bacaer [7] contains several fields, in particular, pandemic activity [8], meteorological approach [9], predator-prey system etc.

Large number of different dynamic systems could be described using recurrence relations [10]. Possibility to define the rule-based sequence allows us generate the following term as a function of the previous term. From large set of recurrence relations, one of the classical examples [7] is well-known Logistic equation or Verhulst equation

$$
\begin{equation*}
x^{\prime}=r \cdot x \cdot(1-x) . \tag{1}
\end{equation*}
$$

Discrete form of Logistic equation (Discrete analogue of Verhulst equation, also Logistic map) allows to generate the sequence of terms as the function of the preceding terms for certain population analysis:

$$
\begin{equation*}
x_{t+1}=r \cdot x_{t} \cdot\left(1-x_{t}\right), \quad t=0,1,2, \ldots \tag{2}
\end{equation*}
$$

where $x_{t}$ represents the current term and parameter $r>0$ represents the coefficient of proportionality characterizing, for example, the rate of population growth [10-11].

Evolution of physical/social/biological systems must be estimated in the framework of convergence behaviour, and primary importance of such task is related to obtaining the various dynamical regimes of the certain system.

For functional generated behaviours, several mathematical techniques could be used for visualization of sets, estimation of evolution types, next-step prognosis and future guessing.

Firstly, xy or xyz plot of generated sets allows us to establish the character of distribution: attracting or chaotic behaviour [1213]. Secondly, the bifurcation diagram shows the values to which the sequence asymptotically approaches depending on the parameter (fixed points, periodic orbits or chaotic attractors) [14, 10]. Thirdly, xy graphical distribution generated as the CobWeb Plot corresponds to Bifurcation diagram. Fourthly, distribution of Lyapunov index allows to establish the critical points of reswitching between regimes [15-16]. Present operations require exact generation of items and representation according to all requested parameters.

This work is devoted to describing the functional possibilities of the advanced tool QUATTRO-20 [17] which was created for teaching purposes to explore Discrete analogue of Verhulst equation in user-friendly manner:

1) to plot Bifurcation diagram;
2) to plot the map for first derivative of first, second, third and fourth compositions of $F(x)$;
3) to plot distribution of Lyapunov index;
4) to plot CobWeb plot;
5) to solve $x=F(x)$ graphically.
6) to generate a recurrent sequence of requested amount.

## 1. Description of dynamic system

According to Eq.(2), Discrete analogue of Verhulst equation or logistic map represents quadratic function $F(x)$ at certain $r$ :

$$
\begin{equation*}
F(x)=r \cdot x \cdot(1-x) \tag{3}
\end{equation*}
$$

when $r \in(0 ; 4)$ [11,7]. Historically, this is perhaps the most studied function. For standard growth model, different approaches could be used starting from classical [7] up to more complicated. For example, Kalman [13] presented a solution of Discrete analogue of Verhulst equation using matrix algebra technique.

### 1.1. Convergence behaviour of dynamic system

In mathematics, a fixed point of a function is an element of the function's domain that is mapped to itself by the function. Accordingly, $x^{*}$ is a fixed point of the function $F(x)$ if

$$
\begin{equation*}
F\left(x^{*}\right)=x^{*} \tag{4}
\end{equation*}
$$

Let us express the second composition $F^{2}$ :

$$
\begin{gather*}
F^{2}(x)=F(F(x)),  \tag{5}\\
F^{3}(x)=F(F(F(x))), \ldots  \tag{6}\\
F^{n}(x)=F\left(F^{n-1}(x)\right), \quad n=3,4, \ldots \tag{7}
\end{gather*}
$$

third composition $F^{3}$,
$n$-th composition $F^{n}$,

Do not get confused because notation $F^{2}(x)$ means the composition according to Eq.(5) but not square of $F(x)$. Using fixed point notation,

$$
\begin{align*}
& F^{2}\left(x^{*}\right)=F\left(F\left(x^{*}\right)\right)=F\left(x^{*}\right)=x^{*}  \tag{8}\\
& F^{3}\left(x^{*}\right)=F\left(F^{2}\left(x^{*}\right)\right)=F\left(x^{*}\right)=x^{*} \tag{9}
\end{align*}
$$

It follows that

$$
\begin{equation*}
F^{n}\left(x^{*}\right)=x^{*}, \quad n=2,3, \ldots \tag{10}
\end{equation*}
$$

We use this fact when discussing the fixed points of the equation:

$$
\begin{equation*}
x=F^{n}(x), \quad n=2,3, \ldots \tag{11}
\end{equation*}
$$

Note that the set of fixed points of the function $F(x)$ is contained in the set of fixed points of the function $F^{2}(x)$, and the set of fixed points of the function $F^{n-1}(x)$ is contained in the set of fixed points of the function $F^{n}(x), n=3,4, \ldots$.
Convergence condition. Let's consider the equation

$$
\begin{equation*}
x=F(x) \tag{12}
\end{equation*}
$$

Function $F$ is a contracting map in a closed interval $I \in R$ if $F$ meets two following conditions.

1. $F: I \rightarrow I$, where $I$ is a closed interval. If $x \in I$, then $F(x) \in I$.
2. $F$ is the contraction on this interval. It means that some $L \in(0 ; 1)$ exists, such that inequality

$$
\begin{equation*}
\left|F(x)-F\left(x^{\prime}\right)\right| \leq L \cdot\left|x-x^{\prime}\right| \tag{13}
\end{equation*}
$$

is valid for any $x, x^{\prime} \in I$.
Then, according to the contraction mapping principle, for any initial value $x_{0} \in I$, the sequence $\left(x_{t}\right), t=0,1,2, \ldots$, defined by the condition $x_{t+1}=F\left(x_{t}\right)$, converges to the value $x^{*}$ such, that $x^{*}=F\left(x^{*}\right)$. It means that $x^{*}$ is a solution of equation $x=F(x)$. Whether the sequence $\left(x_{t}\right)$ converges to $x^{*}$ or not depends on the value of $\left.F^{\prime}(x)\right|_{x=x^{*}}$. Condition 2 will be done, if

$$
\begin{equation*}
\left|F^{\prime}(x)\right|_{x=x^{*}} \mid<1 \tag{14}
\end{equation*}
$$

If for sufficiently large numbers $t$ the members of the sequence $\left(x_{t}\right)$ are close enough to a point $x^{*}$, then the point $x^{*}$ attracts this sequence, and $x^{*}$ is an attractor.

### 1.2. Attractors

In [11], a Discrete analogue of the Verhulst equation

$$
\begin{equation*}
x_{t+1}=r \cdot x_{t} \cdot\left(1-x_{t}\right), t=0,1,2, \ldots \tag{15}
\end{equation*}
$$

was considered and several results related to the convergence were discussed. This is a special case of the sequence

$$
\begin{equation*}
x_{t+1}=F\left(x_{t}\right) \tag{16}
\end{equation*}
$$

where

$$
\begin{equation*}
F(x)=r x(1-x) \tag{17}
\end{equation*}
$$

We have studied Eq.(15) for various values of the parameter $r$ in interval [0;4] [11]. Initially, we have considered the sequence Eq.(16) and solved following equation:

$$
\begin{equation*}
x=F(x) \tag{18}
\end{equation*}
$$

To do this, we passed to the limit in Eq.(15), found the exact solutions of equation

$$
\begin{equation*}
x=r \cdot x \cdot(1-x) \tag{19}
\end{equation*}
$$

and then explored them.

Two solutions of Eq.(19) are presented below:

$$
\begin{equation*}
x_{1}^{*}=0, \quad x_{2}^{*}=\frac{r-1}{r} . \tag{20}
\end{equation*}
$$

These two points become the attractor if following condition is satisfied:

$$
\begin{equation*}
\left.\left|\frac{\mathrm{d} F(x)}{\mathrm{d} x}\right|_{x=x_{1,2}^{*}} \right\rvert\,<1 \tag{21}
\end{equation*}
$$

where

$$
\begin{equation*}
\frac{\mathrm{d} F(x)}{\mathrm{d} x}=r-2 r x \tag{22}
\end{equation*}
$$

For first solution $x_{1}^{*}$

$$
\begin{gather*}
\left.\frac{\mathrm{d} F(x)}{\mathrm{d} x}\right|_{x=x_{1}^{*}}=r,  \tag{23}\\
|r|<1 \tag{24}
\end{gather*}
$$

The solution $x_{1}^{*}$ is the fixed point attractor for $0<r<1$.
For second solution $x_{2}^{*}$

$$
\begin{gather*}
\left.\frac{\mathrm{d} F(x)}{\mathrm{d} x}\right|_{x=x_{2}^{*}}=2-r,  \tag{25}\\
|2-r|<1 \tag{26}
\end{gather*}
$$

The solution $x_{2}^{*}$ is the fixed point attractor for $1<r<3$. Detail analysis and explanations are presented in $[11,6,18]$.
For interval $3<r<4$ we have considered the sequence

$$
\begin{equation*}
x_{t+2}=F\left(x_{t+1}\right)=F\left(F\left(x_{t}\right)\right)=F^{2}\left(x_{t}\right) \tag{27}
\end{equation*}
$$

and solved the equation

$$
\begin{equation*}
x=F^{2}(x) \tag{28}
\end{equation*}
$$

when

$$
\begin{equation*}
F^{2}(x)=r^{2} x\left(1-(r+1) x+2 r x^{2}-r x^{3}\right) \tag{29}
\end{equation*}
$$

To do this, we passed to the limit in Eq.(27), found the exact solutions of equation

$$
\begin{equation*}
x=r^{2} x\left(1-(r+1) x+2 r x^{2}-r x^{3}\right) \tag{30}
\end{equation*}
$$

and then explored them.
We got two additional solutions [11]:

$$
\begin{equation*}
x_{3,4}^{*(2)}=\frac{1+r \pm \sqrt{r^{2}-2 r-3}}{2 r} \tag{31}
\end{equation*}
$$

These two points become the periodic attractor if following condition is satisfied:

$$
\begin{equation*}
\left.\left|\frac{\mathrm{d} F^{2}(x)}{\mathrm{d} x}\right|_{x=x_{3,4}^{*(2)}} \right\rvert\,<1 \tag{32}
\end{equation*}
$$

where

$$
\begin{equation*}
\frac{\mathrm{d} F^{2}(x)}{\mathrm{d} x}=r^{2}\left(1-2(r+1) x+6 r x^{2}-4 r x^{3}\right) \tag{33}
\end{equation*}
$$

In [11], an example of Discrete analogue of Verhulst equation was presented and discussed. Behaviour of the first derivative of $F^{2}(x)$ with respect to $x$ at the points $x_{3,4}^{*(2)}$ was estimated numerically when $r=3.4$ using approximate values. In present work, mentioned situation is supplemented with calculations in a general form.
Calculating the expression of first derivative of $F^{2}(x)$ with respect to $x$

$$
\begin{equation*}
\frac{\mathrm{d} F^{2}(x)}{\mathrm{d} x}=r^{2}\left(1-2(r+1) x+6 r x^{2}-4 r x^{3}\right) \tag{34}
\end{equation*}
$$

at the points

$$
\begin{equation*}
x_{3}^{*(2)}=\frac{1+r+\sqrt{r^{2}-2 r-3}}{2 r}, \quad x_{4}^{*(2)}=\frac{1+r-\sqrt{r^{2}-2 r-3}}{2 r}, \tag{35}
\end{equation*}
$$

we get

$$
\begin{equation*}
\left.\frac{\mathrm{d} F^{2}(x)}{\mathrm{d} x}\right|_{x=x_{3,4}^{*(2)}}=r^{2}\left(1-2(r+1)\left(\frac{r+1 \pm \sqrt{r^{2}-2 r-3}}{2 r}\right)+6 r\left(\frac{r+1 \pm \sqrt{r^{2}-2 r-3}}{2 r}\right)^{2}-4 r\left(\frac{r+1 \pm \sqrt{r^{2}-2 r-3}}{2 r}\right)^{3}\right)= \tag{36}
\end{equation*}
$$

$$
\begin{align*}
= & \left.\left.r^{2}-\left(r^{2}+r\right)\left(1+r \pm \sqrt{r^{2}-2 r-3}\right)+3\left(r^{2}+r\right)\left(r-1 \pm \sqrt{r^{2}-2 r-3}\right)-(1+r)\left(r \pm \sqrt{r^{2}-2 r-3}\right)+1\right)\left(r \pm \sqrt{r^{2}-2 r-3}\right)-1\right)=  \tag{37}\\
= & r^{2}-\left(r^{2}+r\right)\left(1+r \pm \sqrt{r^{2}-2 r-3}\right)+3\left(r^{2}+r\right)\left(r-1 \pm \sqrt{r^{2}-2 r-3}\right)-(1+r)\left(2 r^{2}-2 r-4 \pm 2 r \sqrt{r^{2}-2 r-3}\right)=  \tag{38}\\
& =r^{2}-\left(r(1+r)^{2} \pm\left(r^{2}+r\right) \sqrt{r^{2}-2 r-3}\right)+3\left(r^{2}+r\right)(r-1) \pm 3\left(r^{2}+r\right) \sqrt{r^{2}-2 r-3}-\left((1+r)\left(2 r^{2}-2 r-4\right) \pm\right. \\
& \left. \pm 2\left(r^{2} \pm r\right) \sqrt{r^{2}-2 r-3}\right)=r^{2}-r(1+r)^{2}+3\left(r^{2}+r\right)(r-1)-(1+r)\left(2 r^{2}-2 r-4\right)=-r^{2}+2 r+4 . \tag{39}
\end{align*}
$$

Interestingly, the result for both points $x_{3}^{*(2)}$ and $x_{4}^{*(2)}$ is the same:

$$
\begin{equation*}
\left.\frac{\mathrm{d} F^{2}(x)}{\mathrm{d} x}\right|_{x=x_{3,4}^{*(2)}}=-r^{2}+2 r+4 \tag{40}
\end{equation*}
$$

To find out for which $r$ the condition

$$
\begin{equation*}
\left.\left|\frac{\mathrm{d} F^{2}(x)}{\mathrm{d} x}\right|_{x=x_{3,4}^{*(2)}} \right\rvert\,<1 \tag{41}
\end{equation*}
$$

is satisfied, we need to solve quadratic inequality

$$
\begin{equation*}
\left|-r^{2}+2 r+4\right|<1 \tag{42}
\end{equation*}
$$

Solution of Ineq.(42):

$$
\left\{\begin{array} { l } 
{ r ^ { 2 } - 2 r - 4 < 1 }  \tag{43}\\
{ r ^ { 2 } - 2 r - 4 > - 1 }
\end{array} \Leftrightarrow \left\{\begin{array} { l } 
{ r ^ { 2 } - 2 r - 5 < 0 } \\
{ r ^ { 2 } - 2 r - 3 > 0 }
\end{array} \Leftrightarrow \left\{\begin{array}{l}
r \in(1-\sqrt{6} ; 1+\sqrt{6}) \\
r \in(-\infty ;-1) \cup(+3 ;+\infty)
\end{array} \Leftrightarrow r \in(1-\sqrt{6} ;-1) \cup(3 ; 1+\sqrt{6}) .\right.\right.\right.
$$

In our case $r>0$ then Ineq.(41) is satisfied if $r \in(3 ; 1+\sqrt{6})$. Both solutions $x_{3}^{*(2)}$ and $x_{4}^{*(2)}$ are the periodic attractors for $3<r<1+\sqrt{6}$. Note that in partial case, when $r=3.4$, there are four points of intersections of the graph of the function $F^{2}(x)$ with the line $y=x$ :

$$
\begin{equation*}
x_{1}^{*}=0, \quad x_{2}^{*}=\frac{12}{17} \approx 0.706, \quad x_{3}^{*}=\frac{1}{17}(11-\sqrt{11}) \approx 0.452, \quad x_{4}^{*}=\frac{1}{17}(11+\sqrt{11}) \approx 0.842 \tag{44}
\end{equation*}
$$

Graphical solution of Eq.(30) is presented on Fig. 1: $y=x$ and $y=F^{2}(x)$ for $r=3.4$, where

$$
\begin{equation*}
F^{2}(x)=11.56 x\left(-3.4 x^{3}+6.8 x^{2}-4.4 x+1\right) . \tag{45}
\end{equation*}
$$

Tangents at points of intersection at $x_{3}^{*}$ and $x_{4}^{*}$ are parallel.
Fig. 2 represents the Bifurcation diagram for interval $0<r<1+\sqrt{6}$ constructed from functional expressions of $x^{*}$. For exact expressions, Eq.(20), Eq.(35) were used. Period-doubling point is presented at $r=3.0$. Note, that $3.44948974278<1+\sqrt{6}<3.45$.

Further we need exact expression for functions $F^{3}(x)$ and $F^{4}(x)$ and for derivatives of these functions. Let us calculate the $F^{3}(x)$ as $F^{2}(F(x))=F^{2}\left(r x-r x^{2}\right):$

$$
\begin{equation*}
F^{3}(x)=r^{2}\left(r x-r x^{2}\right)-r^{3}\left(r x-r x^{2}\right)^{2}-r^{2}\left(r x-r x^{2}\right)^{2}+2 r^{3}\left(r x-r x^{2}\right)^{3}-r^{3}\left(r x-r x^{2}\right)^{4} \tag{46}
\end{equation*}
$$

or in the form convinient for calculating the derivative

$$
\begin{equation*}
F^{3}(x)=-r^{7} x^{8}+4 r^{7} x^{7}-2 r^{6}(3 r+1) x^{6}+2 r^{6}(2 r+3) x^{5}-r^{4}\left(r^{3}+6 r^{2}+r+1\right) x^{4}+2 r^{4}\left(r^{2}+r+1\right) x^{3}-r^{3}\left(r^{2}+r+1\right) x^{2}+r^{3} x \tag{47}
\end{equation*}
$$



Fig. 1. $y=x$ and $y=F^{2}(x)$ for $r=3.4$.
Graphical solution of Eq.(30).


Fig. 2. Dependence of the attractor points $x^{*}$ on parameter $r, r \in(0 ; 1+\sqrt{6})$. Bifurcation diagram. Period-doubling point at $r=3.0$.

The function $F^{3}(x)$ can also be written as a factorization:

$$
\begin{equation*}
F^{3}(x)=r^{3} x(1-x)\left(r x^{2}-r x+1\right)\left(r^{3} x^{4}-2 r^{3} x^{3}+r^{2}(r+1) x^{2}-r^{2} x+1\right) . \tag{48}
\end{equation*}
$$

Now we can calculate the derivative of $F^{3}(x)$ :

$$
\begin{equation*}
\frac{\mathrm{d} F^{3}(x)}{\mathrm{d} x}=-8 r^{7} x^{7}+28 r^{7} x^{6}-12 r^{6}(3 r+1) x^{5}+10 r^{6}(2 r+3) x^{4}-4 r^{4}\left(r^{3}+6 r^{2}+r+1\right) x^{3}+6 r^{4}\left(r^{2}+r+1\right) x^{2}-2 r^{3}\left(r^{2}+r+1\right) x+r^{3} \tag{49}
\end{equation*}
$$

Function $F^{4}(x)$ can be calculated as $F^{3}(F(x))=F^{3}\left(r x-r x^{2}\right)$ :

$$
\begin{array}{r}
F^{4}(x)=-r^{7}\left(r x-r x^{2}\right)^{8}+4 r^{7}\left(r x-r x^{2}\right)^{7}-2 r^{6}(3 r+1)\left(r x-r x^{2}\right)^{6}+2 r^{6}(2 r+3)\left(r x-r x^{2}\right)^{5}- \\
-r^{4}\left(r^{3}+6 r^{2}+r+1\right)\left(r x-r x^{2}\right)^{4}+2 r^{4}\left(r^{2}+r+1\right)\left(r x-r x^{2}\right)^{3}-r^{3}\left(r^{2}+r+1\right)\left(r x-r x^{2}\right)^{2}+r^{3}\left(r x-r x^{2}\right) \tag{50}
\end{array}
$$

$F^{4}(x)$ represents the sexteenth-order polinomial with respect to $x$ :

$$
\begin{align*}
& F^{4}(x)=-r^{15} x^{16}+8 r^{15} x^{15}-4 r^{14}(1+7 r) x^{14}+28 r^{14}(1+2 r) x^{13}-2 r^{12}\left(1+3 r+42 r^{2}+35 r^{3}\right) x^{12}+ \\
& +4 r^{12}\left(3+9 r+35 r^{2}+14 r^{3}\right) x^{11}-2 r^{11}\left(3+17 r+45 r^{2}+70 r^{3}+14 r^{4}\right) x^{10}+ \\
& +2 r^{11}\left(15+30 r+60 r^{2}+42 r^{3}+4 r^{4}\right) x^{9}-r^{8}\left(1+r+6 r^{2}+61 r^{3}+70 r^{4}+90 r^{5}+28 r^{6}+r^{7}\right) x^{8}+ \\
& +4 r^{8}\left(1+r+6 r^{2}+16 r^{3}+13 r^{4}+9 r^{5}+r^{6}\right) x^{7}-2 r^{7}\left(1+4 r+4 r^{2}+18 r^{3}+18 r^{4}+11 r^{5}+3 r^{6}\right) x^{6}+  \tag{51}\\
& +2 r^{7}\left(3+5 r+5 r^{2}+12 r^{3}+5 r^{4}+2 r^{5}\right) x^{5}-r^{5}\left(1+r+7 r^{2}+7 r^{3}+7 r^{4}+6 r^{5}+r^{6}\right) x^{4}+ \\
& +2 r^{5}\left(1+r+2 r^{2}+r^{3}+r^{4}\right) x^{3}-r^{4}\left(1+r+r^{2}+r^{3}\right) x^{2}+r^{4} x
\end{align*}
$$

Now we can calculate the derivative of $F^{4}(x)$ :

$$
\begin{align*}
& \frac{\mathrm{d} F^{4}(x)}{\mathrm{d} x}=-16 r^{15} x^{15}+120 r^{15} x^{14}-56 r^{14}(1+7 r) x^{13}+364 r^{14}(1+2 r) x^{12}-24 r^{12}\left(1+3 r+42 r^{2}+35 r^{3}\right) x^{11}+ \\
& +44 r^{12}\left(3+9 r+35 r^{2}+14 r^{3}\right) x^{10}-20 r^{11}\left(3+17 r+45 r^{2}+70 r^{3}+14 r^{4}\right) x^{9}+18 r^{11}\left(15+30 r+60 r^{2}+42 r^{3}+4 r^{4}\right) x^{8}- \\
& -8 r^{8}\left(1+r+6 r^{2}+61 r^{3}+70 r^{4}+90 r^{5}+28 r^{6}+r^{7}\right) x^{7}+28 r^{8}\left(1+r+6 r^{2}+16 r^{3}+13 r^{4}+9 r^{5}+r^{6}\right) x^{6}-  \tag{52}\\
& -12 r^{7}\left(1+4 r+4 r^{2}+18 r^{3}+18 r^{4}+11 r^{5}+3 r^{6}\right) x^{5}+10 r^{7}\left(3+5 r+5 r^{2}+12 r^{3}+5 r^{4}+2 r^{5}\right) x^{4}- \\
& -4 r^{5}\left(1+r+7 r^{2}+7 r^{3}+7 r^{4}+6 r^{5}+r^{6}\right) x^{3}+6 r^{5}\left(1+r+2 r^{2}+r^{3}+r^{4}\right) x^{2}-2 r^{4}\left(1+r+r^{2}+r^{3}\right) x+r^{4}
\end{align*}
$$

The Discrete Analogue of the Verhulst equation (Eq.(15)) is interesting due to the following circumstances: for mentioned sequence at different values of the parameter $r$, a set of different attractors (fixed point attractor, periodic attractor, chaotic attractor) could be obtained. Methodologically, modelling tasks constructed by means of mentioned equation enable to understand the chaotic behaviour in real complicated forms of global complexity [19]. To analyse the behaviour of the sequence, a wide mathematic apparatus is used. Understanding the processes is facilitated using graphic dependencies.

It is necessary to point out that chaotic behaviour of the model system corresponding to the real system depends on the method precision [4]. Sensitivity of the model on initial conditions requires the detailed analysis of the stationary as well as dynamic behaviour.

### 1.3. Index of Lyapunov exponent

Schuster [20] uses Lyapunov spectrum for the system with many degrees of freedom. Many exponents express the sensitivity of the system with respect to different modes.
We consider the sequence

$$
\begin{equation*}
x_{t+1}=F\left(x_{t}\right), \quad t=0,1,2, \ldots \tag{53}
\end{equation*}
$$

where $F(x)=r x(1-x)$. Requested sequence could be written as $x_{0}, x_{1}, x_{2}, x_{3}, \ldots, x_{t}, \ldots$, where

$$
\begin{gather*}
x_{1}=F\left(x_{0}\right),  \tag{54}\\
x_{2}=F\left(x_{1}\right)=F\left(F\left(x_{0}\right)\right)=F^{2}\left(x_{0}\right),  \tag{55}\\
x_{3}=F\left(x_{2}\right)=F\left(F\left(F\left(x_{0}\right)\right)\right)=F^{3}\left(x_{0}\right), \ldots,  \tag{56}\\
x_{t}=F\left(x_{t-1}\right)=F^{t}\left(x_{0}\right) . \tag{57}
\end{gather*}
$$

At a closely adjacent point $\left(x_{0}+\varepsilon\right)$, we construct a similar sequence

$$
\begin{equation*}
x_{0}+\varepsilon, F\left(x_{0}+\varepsilon\right), F^{2}\left(x_{0}+\varepsilon\right), F^{3}\left(x_{0}+\varepsilon\right), \ldots, F^{t}\left(x_{0}+\varepsilon\right), \ldots \tag{58}
\end{equation*}
$$

Let's introduce an average coefficient $e^{\lambda\left(x_{0}\right)}$, which shows how the distance between points changes in one iteration. Here $\lambda\left(x_{0}\right)$ is known as an index of Lyapunov exponent [20-21]. Accordingly, we can write that

$$
\begin{gather*}
\left|F\left(x_{0}+\varepsilon\right)-F\left(x_{0}\right)\right| \approx \varepsilon e^{\lambda\left(x_{0}\right)},  \tag{59}\\
\left|F^{2}\left(x_{0}+\varepsilon\right)-F^{2}\left(x_{0}\right)\right| \approx \varepsilon e^{\lambda\left(x_{0}\right)} \cdot e^{\lambda\left(x_{0}\right)}=\varepsilon e^{2 \lambda\left(x_{0}\right)},  \tag{60}\\
\left|F^{3}\left(x_{0}+\varepsilon\right)-F^{3}\left(x_{0}\right)\right| \approx \varepsilon e^{2 \lambda\left(x_{0}\right)} \cdot e^{\lambda\left(x_{0}\right)}=\varepsilon e^{3 \lambda\left(x_{0}\right)}, \ldots,  \tag{61}\\
\left|F^{t}\left(x_{0}+\varepsilon\right)-F^{t}\left(x_{0}\right)\right| \approx \varepsilon e^{t \lambda\left(x_{0}\right)} . \tag{62}
\end{gather*}
$$

From the last expression Eq.(62) we get

$$
\begin{array}{r}
e^{t \lambda\left(x_{0}\right)} \approx \frac{\left|F^{t}\left(x_{0}+\varepsilon\right)-F^{t}\left(x_{0}\right)\right|}{\varepsilon}, \\
t \lambda\left(x_{0}\right) \approx \ln \frac{\left|F^{t}\left(x_{0}+\varepsilon\right)-F^{t}\left(x_{0}\right)\right|}{\varepsilon}, \\
\lambda\left(x_{0}\right) \approx \frac{1}{t} \ln \frac{\left|F^{t}\left(x_{0}+\varepsilon\right)-F^{t}\left(x_{0}\right)\right|}{\varepsilon} . \tag{65}
\end{array}
$$

Passing to the limit at $\varepsilon \rightarrow 0$ and $t \rightarrow \infty$ we get the correct formal expression for $\lambda\left(x_{0}\right)$ :

$$
\begin{equation*}
\lambda\left(x_{0}\right)=\lim _{t \rightarrow \infty}\left(\frac{1}{t} \ln \lim _{\varepsilon \rightarrow 0} \frac{\left|F^{t}\left(x_{0}+\varepsilon\right)-F^{t}\left(x_{0}\right)\right|}{\varepsilon}=\lim _{t \rightarrow \infty}\left(\left.\frac{1}{t} \ln \left|\frac{\mathrm{~d} F^{t}(x)}{\mathrm{d} x}\right|_{x=x_{0}} \right\rvert\,\right) .\right. \tag{66}
\end{equation*}
$$

Now we use the chain rule:

$$
\begin{gather*}
\left.\frac{\mathrm{d} F^{2}(x)}{\mathrm{d} x}\right|_{x=x_{0}}=\left.\frac{\mathrm{d} F(F(x))}{\mathrm{d} x}\right|_{x=x_{0}}=\left.\left(\frac{\mathrm{d} F(F(x))}{\mathrm{d} F(x)} \cdot \frac{\mathrm{d} F(x)}{\mathrm{d} x}\right)\right|_{x=x_{0}}=F^{\prime}\left(x_{1}\right) \cdot F^{\prime}\left(x_{0}\right),  \tag{67}\\
\left.\frac{\mathrm{d} F^{3}(x)}{\mathrm{d} x}\right|_{x=x_{0}}=\left.\frac{\mathrm{d} F\left(F^{2}(x)\right)}{\mathrm{d} x}\right|_{x=x_{0}}=\left.\left(\frac{\mathrm{d} F\left(F^{2}(x)\right)}{\mathrm{d} F^{2}(x)} \cdot \frac{\mathrm{d} F^{2}(x)}{\mathrm{d} x}\right)\right|_{x=x_{0}}=F^{\prime}\left(x_{2}\right) \cdot F^{\prime}\left(x_{1}\right) \cdot F^{\prime}\left(x_{0}\right), \ldots,  \tag{68}\\
\left.\frac{\mathrm{d} F^{t}(x)}{\mathrm{d} x}\right|_{x=x_{0}}=\prod_{i=0}^{t-1} F^{\prime}\left(x_{i}\right) . \tag{69}
\end{gather*}
$$

Finally, we can use two forms of index of Lyapunov exponent:

$$
\begin{equation*}
\lambda\left(x_{0}\right)=\lim _{t \rightarrow \infty}\left(\frac{1}{t} \ln \prod_{i=0}^{t-1}\left|F^{\prime}\left(x_{i}\right)\right|\right) \tag{70}
\end{equation*}
$$

or

$$
\begin{equation*}
\lambda\left(x_{0}\right)=\lim _{t \rightarrow \infty}\left(\frac{1}{t} \sum_{i=0}^{t-1} \ln \left|F^{\prime}\left(x_{i}\right)\right|\right) \tag{71}
\end{equation*}
$$

Distribution of Lyapunov index characterizes the behaviour of chaotic dynamics as well as various forms of stabilization or synchronization [15]. Positive value of Lyapunov index indicates chaotic behaviour of the sequence according to sensitive dependence on initial $x_{0}$. A negative value of it indicates absence of chaotic dependence on initial $x_{0}$.
General question could be formulated as follows: is a given system periodic or "chaotic"? And if so, how chaotic? [22, p.293]. Chaotic behaviour of dynamic system could be estimated using index of Lyapunov characteristic exponent $\lambda(r)$ which gives the rate of exponential divergence related to the initial condition. Distribution of Lyapunov index express the behaviour of period-double route which tends to chaos manner. For discrete analog of Verhulst equation when $F(x)=r x(1-x)$ we have three situations: a) $\lambda<0$ in periodic regime, b) $\lambda=0$ perioddoubling (at bifurcation point), c) $\lambda>0$ in chaotic regime.

Distribution of index of Lyapunov exponent is just one type of spectra which can be associated with a linear, time-varying system [23, p.730].

## 2. Advanced tool QUATTRO-20

For learning purposes, program package an advanced tool QUATTRO-20 [17] was created and tested. Classical recurrent sequence generated using Discrete Analogue of Verhulst equation, $x_{t+1}=F\left(x_{t}\right)$, where $F(x)=r x(1-x)$ was used as a model sequence. Second composition $F^{2}(x)$, third composition $F^{3}(x)$, fourth composition $F^{4}(x)$ and first derivatives of $F(x), F^{2}(x), F^{3}(x), F^{4}(x)$ with respect to $x$ were considered and visualized.
Main goals of QUATTRO-20 could be formulated as follow:
i) estimation of the quantity and quality of recurrent sequence in digital and graphical form;
ii) estimation of convergence or chaos behaviour of recurrent sequence.

Several visualization methods such as Bifurcation diagram, distribution of index of Lyapunov exponent and CobWeb plot (see Table 1) are included in the package.

Table 1. QUATTRO-20. Visualization methods

| N | Routine | Formula | Algorithm |
| :---: | :--- | :--- | :--- |
| 1. | Bifurcation diagram | Eq.(2) | Table 2 |
| 2. | Map of first derivative | - | Table 3 |
| 3. | Distribution of Lyapunov index | Eq.(71) | Table 4 |
| 4. | Cobweb plot | - | Table 5 |
| 5. | Graphical solution | Eq.(19) | - |
| 6. | Generation of recurrent sequence | Eq.(2) | Table 2 |

Bifurcation diagram. Fig. 3 represents the main window of QUATTRO-20 which contains related dependencies: Bifurcation diagram for $x_{t+1}=r x_{t}\left(1-x_{t}\right)$ (top left), distribution of corresponding Lyapunov exponent (bottom left) (argument $r \in(0 ; 4)$ in both cases). CobWeb plot corresponds the cut of Bifurcation diagram when $r=3.6$ (top right). For easy visualization, state marker (red vertical line) at $r=3.6$ is presented in Bifurcation diagram and distribution of Lyapunov exponent. Graphical solution (top right) of Eq. $x=3.6 \cdot x(1-x)$ related to CobWeb plot is presented in numerical form (bottom right): $x_{1}^{*}=0, x_{2}^{*}=0.723$. Fig. 4 represents partial case of Fig. 3, when argument $r \in(3.79 ; 3.91)$ and state marker is fixed at $r_{f i x}=3.846$.

Bifurcation diagram, also Finite-State diagram (previous term presented in $[10,18]$ ), also Feigenbaum plot (pioneering term from 7 th decade of XX century, used in $[10,14]$ ) enable the visualization of bifurcation theory. Generally, Bifurcation diagram must represent distribution of the attractor points $x^{*}$ on parameter $r$ expressed in analytical dependencies. The solution $x_{1}^{*}$ is the fixed point attractor for $0<r<1, x_{2}^{*}$ - for $1<r<3$ - see Eq.(20). Solutions $x_{3}^{*(2)}$ and $x_{4}^{*(2)}$ are the periodic attractors for $3<r<3.45$ - see Eq.(35). "Pure" expressed Bifurcation diagram is presented in Fig. 2. For exact solution of Eq. $x=F^{4}(x)$ at interval $3.45<r<3.54$ is necessary to solve the 16th-order polynomial equation. Unfortunately, this solution is very complicated, resource-wasting and difficult. Then, for interval $3.54<r<4.0$ is necessary to solve equations containing high-order polynomials. This exact routine could be replaced using approximation technique only.

For any recurrent sequence, several algorithms could be realized: for example, Feigenbaum plot presented in [10, p.652], [24] etc. Table 2 represents simplified algorithm BifurcationDiagram presented in Java style which was realized in QUATTRO-20. Several values must be passed to method BifurcationDiagram: $x_{0}, i T$, $r_{\text {From }}, r_{U n t i l}, r_{\text {Step }}$. Initial value $x_{0}$ could be established by user from interval $(0 ; 1)$. Practically, values very close to 0 or very close to 1 are not acceptable due to necessity to pass the big number of initial items. We used default value $x_{0}=0.3$.

Number of iterations $i T$ allows to generate the requested amount

```
Table 2. QUATTRO-20. Algorithm BifurcationDiagram.
    void BifurcationDiagram(double x0, int iT,
    double rFrom, double rUntil, double rStep)
{
    double xCur, xNext,rr;
    for (rr=rFrom; rr<=rrUntil; rr+=rStep)
    {
        xCur = x0;
        for (int i=0; i<iT; i++)
        {
            xNext = rr * xCur * (1.0 - xCur);
            xCur = xNext;
        }
    }
```

\}

Table 3. QUATTRO-20. Algorithm F1Map.

```
void F1Map(double x0, int iT,
    double rFrom, double rUntil, double rStep)
{
    double xCur, xNext, xDer, rr;
    for (rr=rFrom; rr<rUntil; rr+=rStep)
    {
        xCur = x0;
        for (int i=0; i<iT; i++)
        {
            xDer = rr * (1.0 - 2.0 * xCur);
            xNext = rr * xCur * (1.0 - xCur);
            if (( 0.0<xDer)&&(xDer<1.0))
                DrawPoint(rr,xNext,"red");
            else if ((-1.0<xDer)&&(xDer<0.0))
                DrawPoint(rr,xNext,"green");
            else
                DrawPoint(rr,xNext,"blue");
            xCur = xNext;
        }
    }
}
```

of sequence items to receive the distribution of stable manner as well as chaotic. Default value is equal to $i T=5000$ but could be increased according to user needs.

Parameter $r$ could be presented in interval: from initial value $0<r_{F r o m}<4$ until final value $0<r_{U n t i l} \leq 4, r_{F r o m}<r_{U n t i l}$. Step $r_{\text {Step }}$ predetermines the quantity of data saturation in Bifurcational diagram and is related to the width of interval ( $r_{\text {From }} ; r_{U n t i l}$ ). Default value $r_{\text {Step }}=0.1$ could be decreased according to user needs.

Bifurcation diagram could be titled as some sort of fingerprints of recurrent sequence. We can see interval $r \in(0 ; 3.54)$ where small number of final states is present (one, two, four). Starting from $r=3.54$ up to $r=4.00$, number of final states rapidly increases with period doubling (chaotic states occur).

Map of first derivative. In addition, Bifurcation diagram was re-examined due to convergence condition [25]. It was interesting for us to get the domain in which the first derivative of $F, F^{2}, F^{3}$, $F^{4}$ with respect to $x$ satisfies the following conditions:

$$
\begin{gather*}
\left|\frac{\mathrm{d} F(x)}{\mathrm{d} x}\right|<1  \tag{72}\\
\left|\frac{\mathrm{~d} F^{n}(x)}{\mathrm{d} x}\right|<1, \quad n=2,3,4 \tag{73}
\end{gather*}
$$

Table 3 represents an algorithm F1Map. Several values must be passed to method F1Map: $x_{0}, i T, r_{\text {From }}, r_{U n t i l}, r_{\text {Step }}$. First loop is devoted to parameter $r$ which varies from $r_{\text {From }}$ until $r_{U n t i l}$ using step $r_{\text {Step }}$. Second loop is devoted to iterations from 0 to $i T$ (step 1). In inner loop, two loop values will be calculated:
a) $x_{\text {next }}$ using the current value $x_{\text {cur }}$, which represents an item of $F(x)$, according to Eq.(17) and
b) $x_{d e r}$ using the current value $x_{c u r}$, which represents an item of first derivative of $F$, according to Eq.(22).
Using received values $x_{d e r}$, decision about point colouring in Bifurcation diagram must be made: for interval $(0 ; 1)$ - in red, for $(-1 ; 0)$ - green, else - blue. In case of $F^{2}, F^{3}, F^{4}$, similar algoritms were used. For $F^{2}, x_{n e x t}$ argument will be calculated using Eq.(29), $x_{d e r}$ - Eq.(33). For $F^{3}$, $x_{n e x t}$ argument will be calculated using Eq.(47), $x_{d e r}$ - Eq.(49), For $F^{4}, x_{n e x t}$ argument will be calculated using Eq.(51), $x_{d e r}$ - Eq.(52).

Fig. 5 represents the realization of convergence conditions: map of first derivative of $F(x), F^{2}(x), F^{3}(x), F^{4}(x)$ with respect to $x$ (from top to bottom). Parameter $r \in(0,4]$ with step 0.01 is presented

Table 4. QUATTRO-20. Algorithm LE.

```
double LE(double x0, int iT,
    double rFrom, double rUntil, double rStep)
{
    double xCur, xNext, xDer, xVal, rr;
    double lambda, dSum;
    for (rr=rFrom; rr<rUntil; rr+=rStep)
    {
        xCur = x0;
        dSum=0.0;
        for (int i=0; i<iT; i++)
        {
            xNext = rr * xCur * (1.0 - xCur);
            xDer = rr * (1.0 - 2.0*xCur);
            xVal = ln(abs(xDer));
            dSum +=xVal;
            xCur = xNext;
        }
        lambda = dSum / iT;
        return lambda;
    }
}
```

at horizontal axis and $x \in(0 ; 1)$ on vertical axis. Red area represents the interval where values of corresponding derivative are positive and less than 1 , green area - are negative and greater than -1 (for both case convergence condition is satisfied) and blue area - all the rest values (convergence condition is unsatisfied). Information about convergence was passed to the Fig. 6: Bifurcation diagram for $x_{t+1}=r x_{t}\left(1-x_{t}\right)$ was coloured according to value of convergence for $F(x), F^{2}(x), F^{3}(x), F^{4}(x)$. Figs. 7,8 represent partial case of Figs. 5,6, when argument interval was squeezed: $r \in(3.4 ; 4.0)$.

Inner structure of Bifurcation diagram could be analysed using additional approaches. The distribution of points is inhomogeneous, it is possible to notice several areas where the concentration of points is higher. Fig. 8 represents the intersection of two chaotic branches at special point whose coordinates are as follows: $r \approx 3.68$, $x \approx 0.73$. This particular point is called the first Misiurewicz point [26]. The value of calculated Misiurewicz point is equal to $A$, and corresponding ordinate $X_{A}$ :

$$
\begin{align*}
A & =3.67857351042832226 \ldots  \tag{74}\\
X_{A} & =0.728155493653961819 \ldots \tag{75}
\end{align*}
$$

Distribution of Lyapunov index. Chaotic behaviour of dynamic system could be estimated using Lyapunov index $\lambda\left(x_{0}\right)$ which gives the rate of exponential divergence related to the initial condition - Eq.(71). For detailed explanation, see [21, p.96] Table 4 represent an algorithm $L E$ which was realized in QUATTRO20. Several values must be passed to method $L E: x_{0}, i T, r_{\text {From }}$, $r_{U n t i l}, r_{\text {Step }}$. Actually, Eq.(71) represents summation when parameter $t \rightarrow \infty$. Practically, parameter $t$ could be reduced to $100 . .500$. Sum of natural logarithm of absolute value of $x_{d e r}$ at current $x_{c u r}$ will be divided by $i T$ value, number of iterations. Distribution of Lyapunov index $\lambda\left(x_{0}\right)$ in requested interval of $r$ is presented in Fig. 3 (bottom left) partial case in Fig. 4 (bottom left).

For stable fixed points (periodic mode) at $r \in(0 ; 3.45), \lambda(x)$ value is negative. For special points $r=1$ and $r=3, \lambda(x) \rightarrow 0$. Bifurcation point (period-doubling mode) could be established using condition: $\lambda(x)=0$. For $r \in(3.45 ; 4.00), \lambda(x)$ is positive (chaotic mode). The distribution of the Lyapunov index complements the evaluation of the type of recurrent sequence which was done using the Bifurcation diagram only. Three modes: chaotic, period-doubling and periodic - can be evaluated regardless of the precision of the calculation technique [27].

CobWeb plot. A CobWeb plot, or Verhulst diagram (previous term) represents an graphical method to find the fixed points of sequence. Problem could be formulated as follows. Fixed points may not be found analytically for some maps due to different circumstances [2]. In such case, CobWeb diagram is useful to determine the fixed points in the xy plane and their convergence characters [28, p. 417]. Construction and interpretation of CobWeb plot is widely described in [11].

Let us consider two functions $y=x$ and $y=r x(1-x)$. CobWeb plot will be generated for fixed $r$. Table 5 represents an algorithm CobWeb. Several values must be passed to method CobWeb: $x_{0}, r r$, $i T$. Number of iterations, $i T$, previously defined by user (from several hundreds to several thousands), allow to generate the requested number of point pairs $(x, y)$. Each iteration contains four points, which allow to draw two vertical lines and two horizontal lines in presented order.

Let us consider the initial pair ( $x_{0}, y_{0}$ ) as starting point. Let $x_{0}=0.3$ (default value), let $y_{0}=0$ (start from x axis). One loop of iteration contains four routines:

1) calculation of value $y_{1}=F\left(x_{0}\right)$, drawing a vertical line from $\left(x_{0} ; y_{0}\right)$ to the intersection with the parabola $\left(x_{0} ; y_{1}\right)$;
2) passing of value $x_{1}=y_{1}$, drawing a horizontal line from $\left(x_{0} ; y_{1}\right)$ to the intersection with line $\left(x_{1} ; y_{1}\right)$;
3) calculation of value $y_{0}=F\left(x_{1}\right)$, drawing a vertical line from $\left(x_{1} ; y_{1}\right)$ to the intersection with the parabola $\left(x_{1} ; y_{0}\right)$;
4) passing of value $x_{0}=y_{0}$, drawing a horizontal line from $\left(x_{1} ; y_{0}\right)$ to the intersection with line $\left(x_{0} ; y_{0}\right)$.
Figs. 3,4 represent CobWeb plots at fixed $r$ which corresponds the current distributions of states in Bifurcation diagram. Program QUATTRO-20 allows to draw all generated lines (from 0 until $i T$ ) as well as requested lines only (from $i T 0$ until $i T$ ). Fig. 4 represents CobWeb plot where mentioned situation was realized: only part of final iterations are significant to estimate non-chaotic closed-to-order mode of distribution. The red vertical line on the Bifurcation diagram (at $r=3.6$ ) corresponds to the oscillation section on the CobWeb graph. Iterations from the requested interval $[100,400]$ are shown in red, another interval $[1,100$ ) is shown in white (completely invisible).

Graphical solution. CobWeb plot could be treated as the graphical tool for solution of Eq.(19). Figs. 3,4 represent intersection of two graphs: linear function $y=x$ and parabola $y=F(x)$, when $F(x)=r x(1-x)$ at fixed $r$ (top right). Coordinates of two intersection points are presented numerically (bottom right):
$x_{1}^{*}=0, x_{2}^{*}=0.723$ at $r=3.6$, see Fig. 3,
$x_{1}^{*}=0, x_{2}^{*}=0.740$ at $r=3.846$, see Fig. 4 .

Table 5. QUATTRO-20. Algorithm CobWeb.

```
void CobWeb(double x0, double rr, int iT)
{
    double xCur0, yCur0, xCur1, yCur1;
    xCur0= x0; yCur0=0.0;
    for (int i=0; i<iT; i++)
    {
            yCur1 = rr * xCur0 * (1.0 - xCur0);
            DrawVerLine(xCur0, yCur0, yCur1);
            xCur1 = yCur1;
            DrawHorLine(yCur1, xCur0, xCur1);
            yCur0 = rr * xCur1 * (1.0 - xCur1);
            DrawVerLine(xCur1, yCur1, yCur0);
            xCur0 = yCur0;
            DrawHorLine(yCur0, xCur1, xCur0);
    }
```



Fig. 3. QUATTRO-20. Main window for dependencies: Bifurcation diagram for sequence $x_{t+1}=r x_{t}\left(1-x_{t}\right)$ (top left), distribution of corresponding Lyapunov index (bottom left) when $r \in(0 ; 4)$. State marker (red vertical line) at $r=3.6$. CobWeb plot corresponds state distribution when $r=3.6$ (top right). Graphical solution of Eq. $x=3.6 \cdot x(1-x)$ (top right) related to CobWeb plot is presented in numerical form (bottom right).
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Fig. 4. QUATTRO-20. Partial case of Fig. 3: $r \in(3.79 ; 3.91)$. State marker (red vertical line) at $r=3.846$. CobWeb plot corresponds state distribution when $r=3.846$ (top right). Graphical solution of Eq. $x=3.6 \cdot x(1-x)$ (top right) related to CobWeb plot is presented in numerical form (bottom right).


Fig. 5. QUATTRO-20. Realization of convergence conditions. Map of first derivative of $F(x), F^{2}(x), F^{3}(x), F^{4}(x)$ with respect to $x$ (from top to bottom). $r \in(0 ; 4)$ at horizontal axis and $x \in(0 ; 1)$ on vertical axis. Red area represents the values of derivative in interval [ 0,1$]$, green - $[-1,0)$ (convergence condition is satisfied) and blue - all the rest (convergence condition is not satisfied).


Fig. 6. QUATTRO-20. Sequence $x_{t+1}=r x_{t}\left(1-x_{t}\right)$. Bifurcation diagram coloured according to condition of convergence for first derivative of $F(x), F^{2}(x), F^{3}(x), F^{4}(x)$ with respect to $x$ (from top to bottom), see Fig. 5.


Fig. 7. QUATTRO-20. Realization of convergence conditions. Partial case of Fig. 5. Map of first derivative of $F(x), F^{2}(x), F^{3}(x), F^{4}(x)$ with respect to $x$ (from top to bottom). $r \in[3.4 ; 4]$ at horizontal axis and $x \in[0 ; 1]$ on vertical axis. Red area represents the values of derivative in interval $[0,1]$, green $-[-1,0$ ) (convergence condition is satisfied) and blue - all the rest (convergence condition is not satisfied).


Fig. 8. QUATTRO-20. Partial case of Fig. 5. $r \in(3.4 ; 4)$. Bifurcation diagram for sequence $x_{t+1}=r x_{t}\left(1-x_{t}\right)$ coloured according to condition of convergence for first derivative of $F(x), F^{2}(x), F^{3}(x), F^{4}(x)$ with respect to $x$ (from top to bottom).


Fig. 9. QUATTRO-20. xy distribution of sequence $x_{t+1}=r x_{t}\left(1-x_{t}\right)$ at fixed $r$. For both cases $x_{0}=0.3,5000$ iterations.

Generation of the recurrent sequence. According to requests of users, some necessity to estimate chaotic behaviour of the recurrent sequence must be realized using simple "show as it is" technique.

Historically, the numerical analysis of recurrent sequences has been recognized as a very difficult routine task. For example, in [13], small and big perturbations of parameters of dynamic system was provided manually, using standard growth model. Due to that, all graphical visualization techniques are wellcome.

In QUATTRO-20, generation of big amount of data was realized using previously described algorithm of Bifurcation diagram presented in Table 2. Fig. 9 represent the xy distribution of recurrent sequence $x_{t+1}=r x_{t}\left(1-x_{t}\right)$ at fixed $r$. For both cases iteration starts from the same value $x_{0}=0.3$, and 5000 iterations were provided. Fig. 9a shows far-away from chaotic distribution ( $r=3.860$ ) in interval approximately $(0.05 ; 0.9)$ but not in $(0 ; 1)$. Fig. $9 b$ shows chaotic distribution ( $r=4.000$ ) in interval $(0 ; 1)$. Recurrent sequence when $r \rightarrow 4$ do not always converge. This result could be checked using Bifurcation diagram - see Fig 3,4. All generated sequencies in ASCII form could be output to file for additional analysis using statistical packages.

Input parameters. Initially, all input parameters are presented as routine parameters (by default) which allow receiving output of previously defined task. Fig. 10 represents the screenshot of parameter window which is necessary to establish or to correct for the routine of recurrent sequence generation. For example, $x_{0}=0.3$, $r_{\text {fixed }}=3.86$. For recurrent sequence generation, number of iterations is equal to $i T=5000$. For output to screen, requested interval (horizontal coordinates) from $i T_{\text {from }}<5000$ until $i T$ could be used.


Fig. 10. QUATTRO-20. Parameters for recurrent sequence generation.

Also requested interval (vertical coordinates) from $d Y_{\text {fromFix }}=-$ 0.05 until $d Y_{\text {untilFix }}=1.05$ could be used or could be changed. All initial parameters are presented for realization of digital or graphical output without significant wasting of computer resourses. Next, user can change the parameters due to any requests (initial value $x_{0}$ in interval $x \in(0 ; 1)$, number of iterations, parameter $r$ etc).

Fig. 11 represents the screenshot of parameter windows which is necessary to establish or to correct for plotting Bifurcation diagram, distribution of Lyapunov index and CowWeb plot. Previously, all default parameters are presented at the initial stage of start. For example, $x_{0}=0.3$, parameter $r$ must be established in some interval: $R_{\text {from }}=3.4, R_{\text {until }}=4.01$, step of changes $R_{\text {step }}=0.001$. For recurrent sequence generation, number of iterations is equal to $i T T T=400$. For generation of recurrent sequence at current $r$, requested interval (horizontal coordinates) from $i T T T_{\text {from }}=100$ to $i T T T$ must be used. In all cases, $i T T T_{\text {from }}$ must be established as non-zero parameter (always is necessary to avoid the initial part of recurrent sequence). Requested interval (vertical coordinates for Bifurcation diagram) from $d Y_{\text {from }}=-0.01$ until $d Y_{\text {until }}=1.01$ could be used or could be changed. Also requested interval (vertical coordinates for distribution of Lyapunov plot) from $d Y_{\text {from } L E}=-2.1$ until $d Y_{\text {untilLE }}=1.05$ could be used or could be changed. Next, user can change the parameters due to any requests.

| Parameters-3 for $\mathrm{f}(\mathrm{t}, \mathrm{r})$ |  | $\times$ |
| :---: | :---: | :---: |
| Power |  |  |
| P01: $\quad X(t+1)=r$ * $X(t) *(1-X(t))$, Verhulst, logistic |  |  |
| $\mathrm{x} 0=$ | 0.3 |  |
| r varies from, Rfrom $=$ | 3.4 |  |
| until, Runtil = | 4.01 |  |
| by step, Rstep = | 0.001 |  |
| $\mathrm{a}=$ | 0.0 |  |
| $\mathrm{b}=$ | 0.0 |  |
| iPlotGR = | 1 |  |
| iTtT0 $=$ | 0 |  |
| itterom = | 100 |  |
| $\mathrm{T} T \mathrm{~T}=$ | 400 |  |
| screen : Yuntil = | 1.01 |  |
| screen : Yfrom = | -0.01 |  |
| iPlotLE = | 1 |  |
| nLEmax $=$ | 1000 |  |
| epsilonLE = | 0.001 |  |
| screen : Yuntille = | 1.05 |  |
| screen: YfromLE = | -2.1 |  |
|  | Cancel |  |

Fig. 11. QUATTRO-20. Parameters for Bifurcation diagram, distribution of Lyapunov index and CowWeb plot.

## 3. Main results and discussion

The assessment should be divided into two parts.
Firstly, the analysis of the behaviour of recurrent sequence $x_{t+1}=r x_{t}\left(1-x_{t}\right)$ for $x \in(0,1)$ and for $r \in(0,4]$ with a different step can be done - see Figs. 3, 4. Bifurcation diagram can be drawn for dynamic system to establish the transition conditions: from periodic behaviour to chaotic behaviour. Bifurcation diagram in vertical direction is related to the distribution of Lyapunov index (for the same value of parameter $r$ ), otherwise, Bifurcation diagram in horizontal direction is related to the CobWeb plot (for the same value of $x \in(0 ; 1))$.

Secondly, switching between several modes - periodic, chaotic and period-doubling - must be established from Bifurcation diagram. There is a number of functions approaching the chaos type sequence via period doubling. Conclusion about switching between modes must be verified and enforced by analysing the distribution of Lyapunov index. Generation of chaotic states is related to the Lyapunov index $\lambda$, which value increases from negative to positive. For periodic modes, mentioned value is negative.

Establishing of chaos generation mode using parameter $r=4.0$ allows us to receive the sequence of pseudo-random numbers, which could be used in any place where unpredictability is welcome. [29]. Small changes in the initial value generate the big differences between predicted or guessed values. QUATTRO-20 could be used for generation of pseudo-random numbers (not for cryptography, for learning purposes only) and following numerical output to electronic storage. User can estimate the uniform or pseudo-uniform distribution of recurrent sequence members from diagrams - see Figs. 9a,b. In [29], a critical evaluation of several popular algorithms for generation the pseudo-random numbers is presented. Maps of first derivative of $F(x), F^{2}(x), F^{3}(x), F^{4}(x)$ with respect to $x$ (see Fig. 5) give the additional information about behaviour of recurrent sequence. For $F^{2}(x), F^{3}(x), F^{4}(x)$ dependencies, first
active point is presented at $r_{1}=2.0$, second - at $r_{2}=3.2$ (switching between red and green colour means switching between negative and positive values of the first derivative with respect to $x$ ). This region of interest is far-away from chaotic region of recurrent sequence (where $r>3.56$, see Fig. 6).

## Conclusions

Following practical results were obtained as presented below.
Advanced tool QUATTRO-20 for estimation the properties of recurrent sequence was created, tested and approved. QUATTRO-20 allows comparing the various aspects of chaotic system dynamics in the framework of graphical models.

Traditional graphic models such as Bifurcation diagram, distribution of Lyapunov index, CobWeb plot (together with graphical solution $x=F(x)$ ) were used in the common graphical interface. Additional approaches such as maps of first derivative of $F(x), F^{2}(x)$, $F^{3}(x), F^{4}(x)$ with respect to $x$ were realized for estimation purposes.

Generation of xy recurrent sequence of requested amount and following numerical output to electronic storage was realized.
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