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Introduction

In variuos fiels of industries, Artificial Intelligence (AI) and Ma-
chine Learning (ML) have a wide range of applications. In manu-
facturing to reduce downtime, and to enhance overall operational
efficiency, AI could be applied for quality control, supply chain op-
timization, and process automation [1-2]. For development of self-
driving cars and drones several complex operations such as real-time
decision-making, navigation, and object detection, image recogni-
tion could be realized using AI only [3-4]. In social plane, to create
communication between humans and computers, the Natural Lan-
guage Processing (NLP) as subfield of AI must be implemented for
speech recognition, language translation, chatbots etc [4-5]. In eco-
nomic plane, performance in forecasting stock indices and future
predictions could be applied using different types of networks in re-
lation to Multilayer Perceptron (MLP) model [6].

In education, personalized learning and recomendations of edu-
cational content could be realized due to AI and ML technologies
[7-8]. Possibility to create an individual learning style adapted to
human represents an effective realization of one of the greatest edu-
cational issue of XX century [9].

In AI and ML, Artificial Neural Networks (ANNs) represent main
realization of predictions in decision making processes. Accord-
ing to neuron networks in biological systems, nonlinear reswitching
function of neuron was implemented in perceptrons which represent
an operation unit in ANNs [10]. Behaviours presented below deter-
mine the essence of ANNs: a) learning from data and continuous
improvement; b) fault tolerance; c) non-linearity; d) adaptability.

Big amount of real data is too complex for direct analysis using
formula representations. After tranditional modelling, some conclu-
sions could be questioned due to locality of solutions and impossi-
bility to join several fields of data. Usage of ANN allows to learn
the complex patterns and relationships from large weak correlated
data sets of different type [11]. In many fiels of human develop-
ment, amount of data increases continuously. Due to that, previously
created and trained ANN can be further trained and fine-tuned to im-
prove their prediction again and again. Basheera et al [12] accented
that attractiveness of ANNs comes from their remarkable informa-
tion processing characteristics pertinent mainly to high parallelism,
noise tolerance, and learning capabilities. This adaptability allows
them to evolve and stay relevant over time [13].

Fault and noise tolerance represents critical problem in informa-

tion science, which must be solved using individual approach. For
ANNs, predictions using well trained networks are not sensitive to
missing of portion of data or network damaging due to network fa-
cilities. In many cases, ANNs often exhibit fault tolerance [14].

Non-linear data are obtained from big number of processes re-
lated to the real-world problems. Traditional linear models in eco-
nomics cannot be sufficient for representation of such complexities.
In that case, non-linear data relationships could be succesfully anal-
ysed using ANNs [15-17]. Jaiswal et al [15] claims that stock price
does not follow any deterministic regulatory function, factor or cir-
cumstances rather than many considerations such as economy and
finance etc.

Adaptability of ANN to complex parameters is well known due
to network possibility to generalize new, unknown data of different
type [18]. Classifications of current changes in inputs and follow-
ing predictions allow adjusting their internal parameters during the
learning process. ANNs represent non-linear, data-drive, and self-
adaptive methods that do not require specific assumptions about the
underlying model [6]. Methods for knowledge initialization, know-
ledge refinement and knowledge extraction [19] represent several se-
cial constraints of ANN imposed by nonmonotonicity (ANNN).

Generally, ANNs are necessary because learning from current
weak correlated data allows us to create novel models containing
complex relationships, and adapt such models to new information.

This work is devoted to review the most typical implementations
of ANN, essential differences in ANN architecture to describe main
operational principles, the problems in the learning processes, and
fields, where predictions are welcome.

1. Artificial Neural Network: architecture
All artificial neural networks ANNs are based on the concept of neu-
rons, connections, and transfer functions. According to Kohli [20],
ANN is an attempt to simulate the brain activity. Simulated ANN as
very simplified brain could be used for solving some mathematical
tasks according to operational principles inherited from biological
neurons in synapses. As presented in biology, real tasks such as
pattern recognition or data classification could be partially of fully
solved after corresponding learning process. Learning in biologi-
cal systems involves adjustments or readjustments to the synaptic
connections that exist between the neurons.
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a) single hidden layer; b) multiple hidden layers, S>1.

Fig. 1. Feedforward neural networks (FNNs).
Hidden layer (red): number of perceptrons Q,
input layer (yellow): number of units P ,
output layer (green): number of units R.

Wang [4] presented several models and algorithms of ANNs and
analyses of the main ideas. Complete taxonomy of two main
groups such as feed-forward neural networks (FNNs) and recur-
rent/feedback neural networks (RNNs) was described by Jain et al
[14]. Due to the link pattern, two categories of ANNs occur: a)
FNNs, where graphs have no loops; b) RNNs where loops in graphs
occur because of feedback links. Gómez-Ramos et al [6] expanded
previous classification up to four groups of networks used as fore-
casting tools: 1) feed-forward neural networks (FNNs), like the
Multi-Layer Perceptron (MLP), 2) recurrent/feedback neural net-
works (RNNs), 3) modular networks (MN), and 4) support vector
machine (SVM).

Feedforward Neural Networks. FNNs, also known as MLPs,
form the foundation of many deep learning models. Layers of in-
terconnected nodes represent an feedforward network. Term feed-
forward represents information flow in one direction from the input
layer through hidden layers to the output layer:

input → hidden → output. (1)

Fig. 1 represents schemes of FNNs in two realizations: a) single
hidden layer; b) multiple hidden layers, S>1. Input layer and output
layer consist of input ports, so called units, where number of units
is equal to P and R respectively. Hidden layer (or layers) consist of
certain number of perceptrons Q, and Q>P . This condition must
be realised according to the needs of tasks and could be treated as
non-mandatory condition.

Walczak et al [11] presented the problem of perceptron’s quantity
in hidden layer. Walczak described several empirical heuristical ap-
proaches used before in different projects.
Let us consider Nh as number of hidden nodes for an ANN, Nin and
Nout are numbers of units in input and output layers respectively.
Three intuitive rules for establishing the number of perceptrons in
the hidden layer are presented below.

Nh = 3
4 · Nin (2)

Nh = 1
2 · (Nin + Nout) (3)

Nh = 2 · Nin + 1 (4)

To calculate the required number of perceptrons in the hidden layer,
Bekešienė et al [21] presented several formulas that are variations of
Eq.(47).

Perceptrons as artificial neurons in each layer perform a weighted
sum of their inputs, followed by the application of an activation
function. The weighted sum is computed using values represent-
ing the properties of link between percetrons. In hidden layer, each
link has an associated value, which could be (or must be) changed
during the training process. These values or weights determine the
strength of influence between perceptrons.

Traditional FNNs have no memory of previous inputs and the
fixed architecture. Three characteristics are important for defining
the ANN [22]: a) number of hidden layers and number of nodes in
each layer; b) mechanism of learning which is responsible for up-
dating the weights of links; c) activation function used in various
layers.

For FNNs, condition of stationarity assumption must be realized.
FNNs assume that the underlying statistical properties of the input
data do not change over time. For tasks involving non-stationary
data FNNs are not suitable.

Ability to approximate any continuous function in the framework
of certain conditions is one of the most important fundamental prop-
erties of FNNs, known as the Universal Approximation Theorem
[23].

However, it is shown that the FNNs has important delimitations
in network architecture: fixed input size; limited handling of time
series data; sensitivity of hyperparameter.

For FNNs, a fixed number of features as input must be presented.
Due to restrictions of architecture, size of input for training and
for predictions must be the same. Convolutional Neural Networks
(CNNs) are better suited for tasks involving image data, where the
input size can vary.

For FNNs, limited handling of time series data is the serious
problem. FNNs are not adapted for processing of the time series
data or text item data. Long Short-Term Memory networks (LSTMs)
and Recurrent Neural Networks (RNNs) are more adapted for tasks
involving time series data.

Architecture of ANN could be described using following state-
ments [24]. A set of operating interconected elements (perceptrons
or nodes) represents an directed graph. Let us consider a set of input
units xi, i=1, 2, . . ., m, and a set of output units yj , j=1, 2, . . ., n.
Each node j performs a transfer function fj of the form

yj = fj

( m∑
i=0

wjixi − Θj

)
. (5)

Connection weight between nodes i and j is denoted as wji, and
threshold (or bias) of the node is denoted as Θj . Transfer function
fj is nonlinear, such as a heaviside, sigmoid, or Gaussian function.

For FNNs, sensitivity of hyperparameter exists in certain inter-
val. Some adjusted parameters such as number of layers, number
of perceptrons per layer, learning rate can be sensitive to the choice
of presented set. Finding of the optimal set can be established after
multiple simulations of learning procedure and prediction events.

Recurrent Neural Networks. RNNs are a part of ANNs de-
signed for processing the sequential data. In a RNNs, at least one
feedback connection must be present. The Hopfield model and the
Boltzmann machine are two examples of RNNs. Dynamic and flex-
ible structure of RNNs allows to handle sequences by maintaining a
form of memory. Fig. 2 represents the schema of Recurrent Neural
Network (RNN) where backpropagation in hidden layers was real-
ized two times.
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Fig. 2. Recurrent Neural Networks (RNNs).
Multiple hidden layers, S>1 (red): number of perceptrons Q,
input layer (yellow): number of units P ,
output layer (green): number of units R.

Main behaviour of RNNs could be formulated as follows: hid-
den states for memory; special parameter sharing; flexibility for
variable-length sequences [25-26].

The hidden state of the RNNs could be used as an internal mem-
ory for storage of information from previous steps. This hidden state
is updated at each time step based on the current input and the pre-
vious hidden state. This realization allows the network to maintain
context that evolves as the sequence progresses.

For RNNs, special parameter sharing is realized. RNNs use the
same set of weights and biases across all time steps, enabling them
to share parameters and learn to generalize patterns in sequences.
This parameter sharing is a key aspect that allows RNNs to handle
sequences of varying lengths.

Ability to process sequences of variable lengths represents the
strengths of RNNs. RNNs can adapt to different lengths by dynam-
ically updating their hidden states through time.

Limitations of RNNs could be formulated as the difficulty in cap-
turing of long-term dependencies. However, advanced architectures
like Long Short-Term Memory (LSTM) [27] and Gated Recurrent
Unit (GRU) [28] can improve the modeling of longer-range depen-
dencies in sequential data.

Modular Neural Networks. MNNs involve structuring the neu-
ral network architecture into modular components which serve a
specific function. To create more complex network architecture
these modules can be combined into traditional leyered structures.
This design allows improving the interpretability, generalization,
and efficiency of neural networks [29].

Main behaviour of RNNs could be formulated as follow: pres-
ence of domain-specific modules; high level of scalability and
adaptability; interchangeable components; robustness and fault tol-
erance.

Depending on the specification of tasks, modular networks can
be enriched by domain-specific modules (specialized modules) de-
signed to handle particular types of data.

Due to modularity, high level of scalability and adaptable archi-
tecture is present. Networks can be scaled up by adding more mod-
ules, and modifications can be made by replacing or tweaking spe-
cific modules.

In modular networks, the individual modules are designed to be
interchangeable. Due to replacing or relinking of different modules,
various temporary configurations of entire network could be simu-

lated when without redesigning the total network. This feature is
very important for testing purposes [30].

The robustness and fault tolerance of neural networks could be
essentialy enhanced due to presence of modularity. In case of fail-
ing of specific module, it can be adjusted without affecting the entire
system. This makes modular networks more resilient to changes and
uncertainties.

Variations of ANNs such as Artificial Nonmonotonic Neural Net-
works (ANNNs) are presented by Boutsinas et al [19]. ANNNs are
a kind of hybrid learning systems that provide explanation to the
trained neural networks for following goals: a) acquiring symbolic
knowledge about a domain, b) improving that knowledge using a set
of classifications examples, c) extracting comprehensible symbolic
information.

2. Perceptron
Perceptrons are the building blocks of ANNs, and they serve as the
fundamental unit for information processing. The essence of a per-
ceptron lies in its simplicity and its ability to make binary decisions
based on weighted inputs. A perceptron takes multiple binary in-
puts (0;1) and produces a single binary output. Each input is associ-
ated with a weight that represents the importance of that input. The
perceptron computes a weighted sum of its inputs, and this sum is
passed through an activation function. The most common activa-
tion function for a perceptron is a step function, where the output is
1 if the weighted sum is above a certain threshold and 0 otherwise.
Learning rules for perceptrons adjust the weights based on errors in
classification. The perceptron learning algorithm helps the percep-
tron learn the optimal weights to improve its performance on a given
task.

Two types of perceptrons are significant for ANN: single-layer
perceptron (SLP) and multi-layer perceptron (MLP). SLP consists
of only one layer of perceptrons. For linearly separable patterns, an
effective SLP learning procedure allows solving the simple not com-
plicated tasks (predictions with high probability). MLPs consist of
several hidden layers of perceptrons. Presence of multiple hidden
layers allows MLPs to learn complex, non-linear patterns. Modern
neural networks are constructed using MLPs. However, Gómez-
Ramos et al [6] showed that the MLP has important delimitations in
initialization weights.

Transfer function fj is nonlinear, such as a heaviside, sigmoid,
or Gaussian function. Heaviside step function (unit step function)
usually denoted by H is a function, the value of which is zero for
negative arguments and one for positive arguments:

H(x) =

{
1, x ≥ 0,

0, x < 0.
(6)

Characteristic S-shaped curve or sigmoid curve could be generated
using logistic function σ(x)

σ(x) = 1
1 + e−x

= ex

1 + ex
= 1 − σ(−x) (7)

or hyperbolic tangent (shifted and scaled version of the logistic func-
tion)

f(x) = tanh x = ex − e−x

ex + e−x
. (8)

Activation functions introduce non-linearities to the model, allow-
ing it to capture complex relationships in the data. Common acti-
vation functions include sigmoid, hyperbolic tangent, and rectified
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linear unit (ReLU) [40]:

f(x) = max(0, x) = x + |x|
2 =

{
x, if x > 0,

0 otherwise.
(9)

Complete classification of activation functions was described by
Jain et al [13]. Nejad [12] presented expanded list of common acti-
cation functions such as exponential, hyperbolic, sine, softmax..

3. Learning procedure
The operation of ANNs is divided into two stages: learning (train-
ing) and generalization (prediction, recalling). The training of the
network should be done using prepared examples such as a set of in-
put parameters and a set of output parameters associated with multi-
ple events. After learning procedure provided using selected learn-
ing algorithm, network parameters are adapted. Network is ready
for predictions.

In ANNs, learning procedure represents modification and adjust-
ments of the weights of links between the nodes of a graph. Learn-
ing in ANN can be classified into three categories: supervised learn-
ing, unsupervised learning, and reinforcement learning.

Feedforward neural networks (FNNs) are trained using super-
vised learning, where the model is provided with input-output pairs,
and the weights are adjusted iteratively to minimize the difference
between predicted and actual outputs. Wang [4] accented impor-
tance of training improvement because ANN will get better results
with the progress of training. The backpropagation (BP) algorithm
is commonly used for training. It calculates the gradient of the error
with respect to the weights and adjusts the weights to minimize the
error. Basheera et al [12] presented related learning rules with spe-
cial emphasis on BP of ANNs. Perceptron learning algorithms were
described by Jain et al [14].

Two big learning problems exist: large amounts of data and over-
fitting in training. Tasks of FNNs often require a large amount of la-
beled data to generalize well. Training deep FNNs on small datasets
can lead to overfitting, where the model performs well on the train-
ing data but poorly on unseen data. Deep FNNs with many pa-
rameters can be overfitted, especially when the training data set is
limited. Adjustment techniques such as dropout or weight decay are
commonly used to partial solution of this problem [31].

Limitations of learning procedure for FNNs are the following:
limited interpretability and computational intensity. Understanding
the decision-making process of FNNs can be complex and trivial.
For deep neural networks, including FNNs, realisation is presented
in form of black box. It is difficult to understand why a particular
prediction was made, restrict their application to areas where in-
terpretability is critical. Training procedure of deep FNNs can be
computationally intensive, requiring large resources both process-
ing time and computing power. If resources are incomplete this can
be a serious limitation for applications.

Training of RNNs involves a variation of the backpropagation al-
gorithm titled as Backpropagation Through Time (BPTT) [32-33].
BPTT is used to update the network’s parameters by considering
the unfolding of the network over time, effectively treating the se-
quence as an unfolded computational graph. For RNNs, training
procedure could be to slow down due to vanishing and exploding
gradient problems. These problems arise when the gradients be-
come too small, resulting in slow learning or ineffective updates
(disappearing), or too large causing digital instability (explosion).
Werbos [32] reviewed BPTT method for pattern recognition and
fault diagnosis. For speech recognition and understanding, Ismail

[33] proposed a new type of RRN, which contains each output unit
connected to itself and is also fully connected other output devices
and all hidden units. This modification of RRN was used in parallel
with BPTT was assessed as promising.

The basic equations for backpropagation through time, and appli-
cations to areas like pattern recognition involving dynamic systems,
systems identification, and control are discussed. Further extensions
of this method, to deal with systems other than neural networks, sys-
tems involving simultaneous equations, or true recurrent networks,
and other practical issues arising with the method are described.
Pseudocode is provided to clarify the algorithms. The chain rule for
ordered derivatives-the theorem which underlies backpropagation-
is briefly discussed. The focus is on designing a simpler version
of backpropagation which can be translated into computer code and
applied directly by neutral network users

For MNNs, improved training and transfer learning could be or-
ganised in modular networks in comparison to others. Training of
this type allows to reuse these modules in different contexts or com-
bine them for transfer learning. This is especially useful when work-
ing on related tasks.

Farizawani et al [34] described the Conjugate Gradient (CG)
technique as one of the most popular optimization practices used
in ANN. Nowadays, CG technique allows improving the learning
algorithm.

Training strategy sometimes could be titled asnon adequite. Wal-
czak et al [11] describes the problem of ANN architecture when
exact or approximate number of hidden units is required to model
The approach consists of three steps.
1. Initially create a architecture of ANN with a very small or very
large number of hidden units.
2. Train the network for some predetermined number of epochs.
3. Evaluate the error of the output nodes.

Singh et al [35] analyses the behaviour of training data. Longer
time series of training samples will contain more events of different
types, and hence, the generalization ability of the ANN will im-
prove. However, for long time series, if considerable repetition of
the same type of information is present, the ANN may not become
“wiser”, and one may be just wasting computational effort and time.

4. Predictions using ANNs
Basheera et al [12] represents history of the evolution of neurocom-
puting and its relation to the field of neurobiology.

Finance. Nejad [13] presented applications of ANNS by follow-
ing categories: prediction, classification, data associacion, data con-
ceptualization, data filtering. Jaiswal et al [15] used backpropaga-
tion neural network for predicting future prices by modifying these
techniques as per requirements.

Classification. Nejad [12] emphasized pattern recognition as the
main application areas of biological and artificial neural networks.
Petridis et al [36] presented an recursive classifier of Incremental
Credit Assignment (ICRA) type appropriate for online time series
classifications.

Natural language processing. Feedforward neural networks
(FNNs) are versatile and applied in various domains, including im-
age and speech recognition, natural language processing [5], and
regression tasks. For convolutional neural networks (CNNs) and re-
current neural networks (RNNs), FNNs are the building blocks for
more complex architectures. RNNs find applications in tasks involv-
ing natural language processing (NLP), time series analysis, speech
recognition, and other sequential data problems [4].
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Education. Usage of ANN for educational purposes [37] shows
several advantages over human teachers. ANN based education is
more attractive for online learning. AI system dedicated person-
ally allows adapting the teaching speed and satisfaction of individual
needs (in context of subject). Scalability looks as the first prerog-
ative. Availability at any time and any place looks as the second
prerogative.

When learning a foreign language, language practice is very im-
portant. Speaking a foreign language with a robot can be more con-
venient for the beginning speaker. Implementing AI in education
systems reduces the student’s shame of the initial speach failure.

Autonomious education agents work best on constrained topics
like math and programming where good or satisfied answers can be
easily identified. Such agents will not be able to appreciate beauty
poem or rate the novelty.

Industry. Bakas et al [38] presented the study which explores
the use of ANNs on a heat transfer application. Yildirim et al
[17] presented the study which compares non-linear regression and
ANN models in predicting 10 yarn properties shaped by the influ-
ence of winding speed, quenching air temperature and/or quenching
air speed during production. A multilayer perceptron ANN model
was created by training 81 patterns using the Broyden-Fletcher-
Goldfarb-Shanno (BFGS) algorithm described in Ref. [39]. The
hyperbolic tangent, or tanh, activation function and logistic activa-
tion functions were used for the hidden and output layers respec-
tively. ANN simultaneously predicted all of the 10 final properties
of a yarn: tensile strength, tensile strain, draw force, crystallinity
ratio, dye uptake based on the colour strengths, brightness, boiling
shrinkage and yarn evenness, ANN predictions are more accurately
than the non-linear regression model. Ali [39] described the BFGS
method for large-scale optimization problems. More et al [15] pre-
sented ANN techniques to optimise and forecast mine water treat-
ment plant parameters.

Biology, medicine. Basheera et al [12] described several prac-
tical application, where ANNs were used to model the microbial
growth curves. The developed model was reasonably accurate in
simulating both training and test time-dependent growth curves as
affected by temperature and pH. Yacine et al [18] described a novel
ANN approach based on an Adaptive Riemannian Kernel (ARK-
ANN), to classify Electroencephalographic (EEG) motor imaging
signals in the context of Brain Computer Interface (BCI). A multi-
layer perceptron is used to classify the covariance matrices of Mo-
tor Imagery (MI) signals employing an adaptive optimization of the
testing set. Increasing of precision by 8.2% in comparison to the
SVM based method was fixed.

OCR, vision. Possible solutions of complicated tasks related to
the Optical character recognition (OCR) were described by Jain et al

[14]. In 1969, Fukushima [40] described the pioneering realization
of visual feature extracting network for handwritten character recog-
nition. The design of the network was suggested by visual systems
of cat. The network is composed of analog threshold elements con-
nected in layers. Each analog threshold element receives inputs from
a large number of elements in the neighboring layers and performs
its own special functions. This successfully implemented method
of information processing based on biological analogues inspired
further constructions of complex systems.

Conclusions
1. Artificial Neural Networks (ANN) currently implementing

Feedforward Neural Network (FNN) and Recurrent Neural
Network (RNN) are very useful for applied tasks related to
OCR, speech recognition, classification, stock market predic-
tion, etc. This versatility is achieved due to FNN’s ability
to approximate any continuous function under certain condi-
tions.

2. ANN learning procedure was demonstrated using several cuts:
problems related to ANN architecture and perceptron dynam-
ics, interpretation problems of overfitting and possible me-
thods to improve this situation.

3. The advantages of prediction using ANNs have been demon-
strated in several popular fields such as adaptive educology,
classification in medicine and biology, industry, etc.
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