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Abstract. The purpose of this article is to analyse how FDI impacts transnational corporation, local firms’ pro-
ductivity and investment climate, and its influence on domestic enterprises. Positive and negative effects of foreign
capital movement on the economy of the recipient country are examined. The evaluation of FDI flows, variations in
global FDI by country, and net annual FDI flows are considered while determining global capital movement policies.
Direct and indirect FDI spillover effects on domestic firms across countries are considered factors of production. The
challenges faced by governments in creating policies to attract FDI practices in emerging economies are reflected.
An attractive policy that encourages the expansion of foreign capital is proposed.
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Introduction
The study of foreign direct investment (FDI) effects on the produc-
tivity of local firms addresses a research effort to assess the impacts
of enhanced FDI activity within emerging economies. To design a
more effective policy to promote alluring FDI practices, it is impor-
tant to study the consequences of FDI on the productivity of local
businesses. The increase of foreign capital inflow in recent years
demonstrates that workers in industries with greater foreign partic-
ipation experience faster wage growth. The actual relationship be-
tween horizontal and vertical FDI spillover effects remains unclear,
although the available research has identified some positive correla-
tions.

Recent studies have highlighted the considerable research efforts
in developing understanding about the investment motivation of FDI
spillover effects, its impact on economic growth, competitive advan-
tages inside the developed economies and draw attention to short-
term adjustment problems rather than to the long-term possibilities.
Empirical studies of FDI spillover effects on domestic firms reflect
various factors, conditions, and characteristics of the firm, at indus-
try and national levels. The reported results do not reproduce the
ambiguous effects of economic sectors on labour productivity, or
undervalued labour costs per worker, and do not consider the role of
the shadow economy in the countries of Central, Eastern and South-
east Europe. Inadequate skills and education of workers have been a
major or severe obstacle for multinational firms’ operations in many
developing countries.

The government policy of FDI inflow liberalisation induces in-
centives for foreign companies to enter the local markets of other
countries. Government support for education and training, and
the realisation of benefits arising from FDI have prompted govern-
ments to encourage FDI inflow. This paper discusses the challenges
faced by governments in creating policies to attract FDI practices in
emerging economies.

The inflow of FDI stimulates the development of modern tech-
nologies, management, marketing, and the use of advanced me-
thods of labour organisation. The FDI inflows affect and promote
labour productivity changes. The higher wage rates lead to rising
aggregate demand. The higher investment, along with total pro-
ductivity improvements, could reinforce the current account posi-

tion. The increasing technological transparency of the information
society emerging in European countries, as well as growing intra-
European bilateral FDI links, have contributed to a greater incidence
of technology spillovers and external scale economies.

Globalisation has affected the creation and enlargement of the
world’s supply of a relatively unskilled labour force. As a result of
it, international trade for new products rises. It stimulates the redis-
tribution of the labour force from high skilled sectors to unskilled
sectors. There is a growing number of unskilled workers in East
European countries. The increase in unemployment rates in market
economies is combined with a large share of concealed unemploy-
ment in East European countries and this calls for government inter-
ventions in labour markets. It is important to mention the role of the
government as the political institution that should correct market
forces to provide adjustments in the institutional framework. The
penetration of transnational corporations (TNCs) into the domes-
tic market accelerates product development, creates new working
places, brings in new management of the organisation and improves
the welfare of workers. The problem of the relationship between
labour quality and labour cost has been a subject to many scientific
works.

Studies indicate that low wages in developing countries attract
FDI. Nevertheless, there are surveys that reveal most FDI occurs be-
tween countries with similar wages [1, p. 123]. Many low wage
countries have the lowest levels of FDI. The COVID-19 crisis nega-
tively affected the movement of international capital. In the first half
of 2020, global FDI flows fell by 50% compared with the last half
of 2019, to $364 billion, because of the pandemic and the resulting
supply disruptions, demand contractions and pessimistic outlook of
economic actors [2].

The physical closure of places and construction sites resulted in a
reduction in international production, and disruption of supply and
distribution chains. Delays of greenfield projects, and the reduction
in mergers and acquisitions (M&A) have prevented FDI inflows ris-
ing, and this highlights the negative consequences of the pandemic’s
effects on international investment policies.

Foreign competitors stimulate local firms to compete for more
efficient production in the industry. Furthermore, after the period
MNCs running their business in the country, they bring positive im-
pacts on downstream markets.
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The paper devoted to analysis of FDI effects on the productiv-
ity and local firms, government policy for an attractive investment
climate, and FDI spillover effects on domestic firms across coun-
tries. The world data on capital movement demonstrate fluctuations
and unpredictability in the global economy aggravated by wars in
Ukraine and Israel and by the environmental crisis. The goal of the
article is to analyse the relationship of transnational corporations
(TNCs) and FDI, determine the effects of FDI on productivity and
local firms, to analyse inflow, outflow, and net flow FDI, impact FDI
inflows on TNCs activity, FDI in startups, examine national invest-
ment policies.

1. Literature review
Scientists consider capital movement in the form of FDI may in-
crease opportunities for investment attraction and creates challenges
for economies. The impact of FDI on economic growth was investi-
gated empirically by Hassouba et al [3] and they found that FDI and
cross-border capital inflows had a positive impact on growth. Ac-
cording to Ariyani and Firmansyah [4], FDI is positively correlated
by market size, anti-corruption measures, and telecommunications
infrastructure, and negatively affected in selected Asian Emerging
Market countries. As a result, it causes low wages for labour and
this is still the target of foreign investors, compared to skilled work-
ers with better levels of education but higher wages. Bardesi [5] as-
sesses how FDI affects job growth in domestic businesses involved
in related industries and considers the increase in employment.

The effects of FDI on host countries’ economies are related to
increasing labour productivity through technological transfers, and
management and marketing proficiency that enables long-term tech-
nological progress and economic growth. Estrin et al [6] have pre-
sented that the development of performing management skills ac-
cording to the standards imposed by the major leading corporate
systems and increasing the population’s training level and its ca-
pacity to adapt to the technological developments can contribute to
increasing the quality of labour resources.

Projects attract bank credits for fixed capital investments. An
examination of the range of opinions leads to a conclusion on the
prevalence of capital formation as one of the financial sources of
fixed capital formation abroad, namely debt financing, capital mar-
ket financing and subsidies. Krkoska [7] argues that capital forma-
tion is positively associated with FDI, along with domestic debt and
capital market financing, but negatively correlated with stock market
liquidity.

The data of contribution to global growth depict that in the fore-
cast of world growth in 2024 will decrease to 2.4% related to 3.1% in
2010-2019, in the USA the growth contribution will make up 0.2%.
The statistics in the Euro area will be without changes and will make
up 0.2%, and 0.7% in emerging market and developing economies
[8]. This slowdown reflects the current trend of falling global po-
tential production growth as well as cyclical dynamics.

Cieslik and Ryan [9] found that corruption hinders a country’s
ability to draw investment and that poor countries are more severely
affected than industrialized ones. They also observe that corrup-
tion has different effects in different businesses. In developing and
transitioning economies, corruption has a bigger impact on manu-
facturing than on services, and within manufacturing, it has a bigger
impact on investments in companies that make electrical equipment
and machinery.

Empirical research of Sanusi and Eita [10] illustrates that trade
openness and human capital have a favourable and significant im-
pact on economic growth. FDI, however, could be detrimental to

economic expansion. Munene [11] applied an autoregressive dis-
tributed lag (ARDL) model and discovered that FDI and trade open-
ness have a long-term favourable impact on economic growth. In the
short-term findings, trade openness had a favourable and significant
effect on FDI [11]. However, the effect of FDI on economic growth
in the medium term is not statistically significant. Like FDI effects,
economic growth had a minor short-term influence but a positive
long-term effect. In the context of global instability, Stefaniuc and
Biloocala [12] pinpoint the contemporary tendencies of FDI flows.
The global economy’s increased uncertainty and crisis caused by
financial issues are the cause of fluctuations in FDI flows. Finan-
cial globalization and its intensification have led to an increase in
global FDI volumes. The global FDI market is becoming unstable
and cyclical due to international investment cooperation and grow-
ing instability. Nguyen [13] assesses how monetary policy affects
FDI attraction. The study’s findings support the idea that while con-
tractionary monetary policy has helped Southeast Asian nations at-
tract more foreign direct investment, expansionary monetary policy
has the opposite impact [13]. The study also supports the beneficial
effects of trade liberalization and high human resource standards on
a country’s capacity to draw in foreign direct investment.

To ensure the sustainable development of a country, it is nec-
essary to ensure the growth of FDI inflow. Foreign affiliates in-
fluence the export opportunities of domestic firms through trade,
which helps to reduce the costs of domestic firms in penetrating for-
eign markets. FDI and products of foreign affiliates are substitutes
for exports, as well as complements to them.

2. Methodology
The article applies a comparison of economic methods, defining the
object of the study in relation to other approaches and methodo-
logical tools. It is an analytical technique used in social sciences
to define, categorize, and interpret data by looking for patterns of
similarity and difference among the numerous things being stud-
ied. The article analyses the beneficial effects of trade liberalization
and human resource inflows on a country’s capacity to draw in FDI.
The study evaluates the application of comparative studies, explores
their use and interpretation, and then introduces the analysis of com-
parative data.

Fig. 1 illustrates Foreign Direct Investment Flows in US Millions
of Dollars in the period from 1990 to 2020 [14]. Fig. 2 displays
Changes of Global Foreign Direct Investment by Countries in 2022
compared to 2021 [14]. Fig. 3 illustrates changes in national invest-
ment policies from 2013 to 2022 [14]. Table 1 represents the data of
Net annual Foreign Direct Investment flows [15].

3. Discussions
Empirical surveys of the international organisations United Nations
Conference on Trade and Development (UNCTAD), World Bank,
International Monetary Fund (IMF) and WIFO (Austrian Institute
of Economic Research) have pointed out that the basic volume of
the cross-sectional movement of capital flows is carried out in the
form of FDIs. Positive effects of this on the economy of the re-
cipient country include: an increase in the volume of real capital
investments, an acceleration in the pace of economic development,
an improvement of the country’s balance of payments, receipt of
advanced foreign technology, organisational and managerial experi-
ence, and the results embodied in new technology, patents, licences,
and know-how. Foreign capital inflow increases the level of employ-
ment and qualifications of the local labour force, raising the produc-
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Fig. 1. Foreign Direct Investment Flows (US Million$). Fig. 3. Changes in national investment policies, in %.
Adapted according data of Ref. [14]. Adapted according data of Ref. [14].

tivity of the labour, and improves the standard of living and pur-
chasing power of the population. Changes in skill structures and
job characteristics demonstrate a cautious upturn in economic activ-
ities in East European countries. This region has maintained its cost
competitiveness, despite surging wages and occasional labour short-
ages, by benefiting from considerable productivity improvements an
upturn over the last decade [16]. Negative consequences of foreign
capital inflow include suppressing local producers and limiting com-
petition, repatriation of capital and transfers of profits in various
forms (dividends, interest, royalties) which worsens the balance of
payments, increasing dependence of the national economy on for-
eign states which threatens the economic and political security of
the recipient country, and ignoring local conditions and peculiari-
ties by foreign investors.

Questions about the size of FDI’s role in the process of capital
formation and total investment escalation have received ambiguous
consideration in the economic literature. FDI inflows did not pro-
vide the creation and return of fixed capital. The purchase of a com-
pany by a foreign investor leads to a change in property relations.

With the help of FDI, countries encourage resource spending and
inflow of finished goods. Domestic companies import technologies
from MNCs through the purchase of production equipment, indus-

Fig. 2. Changes of Global Foreign Direct Investment by Countries
in 2022 compared to 2021, in %. Adapted according to Ref. [14].

trial capacity, and differentiated products. The impact of FDI on
host country economy varies by distinguishing between the growth
effects of horizontal (market- seeking) FDI and vertical (efficiency-
seeking) FDI inflows. Beugelsdijk et al [17] argue that horizontal
and vertical FDI have positive and significant growth effects in de-
veloped countries. The authors indicate a superior growth effect
of horizontal FDI inflows over vertical FDI inflows in transition
economies. They estimate the absence of any significant effects
of horizontal or vertical FDI inflows in developing countries. FDI
flows in transition economies in South-east Europe and CIS declined
by 27% in 2017, to $47 billion, the second lowest level since 2005.
Outflows from transition economies rose by 59% to $40 billion [16].

The UNCTAD data for global FDI flows in 2020 demonstrate a
decrease by up to 40%, from a value of $1.54 trillion, and projects
a further decline by 5–10% in 2021 [14], [18, p. 8] as presented in
Fig.1. This figure indicates the data of direct investment inflow from
1990 to 2021. FDI inflow curve shows wave-like jumps in invest-
ment volumes with downturn tendency in 2020. The graph confirms
the decreasing tendency for global FDI flows in 2020.

The unstable situation with the COVID-19 pandemic in the
world, ineffective measures to curb the development of the virus,
disruptions in the supply-chain, the introduction of tough conditions
in financial markets, and changes in human needs and behaviour at
the markets have forced investors to delay the implementation of
international projects. The reduction in production caused by the
emergency in the health care system has led to greater losses of hu-
man lives. The unpredictability has affected the global economy in
the acceleration of instability of international investors’ economic
behaviour. Uncertainty also reduces demand in the private sector,
increases households’ savings and reduces their expenditures [19,
p.76]. Economic policy plays an active role in stimulating aggre-
gate demand. The adoption of support measures for the economic
development of the most vulnerable sectors in the pandemic, such
as services (tourism), restaurants, entertainment, and construction,
provides the basis for protecting workers in affected sectors.

On average, the top five thousand multinational enterprises
(MNEs), which account for a significant share of global FDI, have
seen downward revisions of 2020 earnings estimates of 9% due to
COVID-19. Hardest hit is the automotive industry (≈44%), airlines
(≈42%), and energy and basic materials industries (≈13%). Profits
of MNEs based in emerging economies are more at risk than those
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Table 1. Net annual Foreign Direct Investment flows (in million $US ). Constructed using data of Ref. [15].
2014 2015 2016 2017 2018 2019 2020 2021 2022

Hungary 0.00 0.00 0.00 0.50 0.00 0.08 -0.20 0.02
Poland 0.05 0.13 0.36 0.14 0.22 0.65 0.22 0.05 0.29
Slovakia 0.00 0.00 0.32 0.01 0.01 - 0.03 -
Slovenia 0.00 0.00 2.40 0.23 0.22 0.01 0.00 0.14
Czech Republic - 0.09 10.09 0.11 0.07 0.11 0.06 0.12 0.17
Russian Federation 0.00 0.05 0.01 0.00 0.11 0.11 0.21 25.43
Ukraine 0.00 0.00 0.00 0.00 0.00 0.01 0.01 0.00

of MNEs in developed countries; profit guidance for the latter has
been revised downwards by 16% [18, p. 1].

For analysis Dingel and Neiman [20] consider non-standard
forms of work and include part-time workers, the self-employed,
and workers hired on fixed-term contracts. The authors provide es-
timates of the share of non-standard workers who are particularly
vulnerable to the loss of income or jobs because of the impact of
COVID-19. Their study relates labour market disruptions and dis-
cusses what policies can do and what policy actions governments
have taken, to support vulnerable workers and promote an inclusive
labour market recovery. Cavalleru and Cuasa [21] provide estima-
tions of patterns and trends in socio-economic groups. In the sectors
most directly affected, non-standard workers represent around 40%
of total employment on average across European countries, ranging
from about 20% in Latvia and Lithuania, to more than 50% in Italy,
the Netherlands, Spain, and Greece.

After a decline of 37% in 2019 (to $24 billion), outward FDI from
economies in transition expected to continues to decline in 2020 and
2021, as economic recessions in home economies and low oil prices
affect the capacities of MNEs from the region to invest abroad. FDI
flows to the transition economies of South-east Europe, the Com-
monwealth of Independent States (CIS) and Georgia, hit hard by
the economic downturn caused by COVID-19, declined by around
38% in 2020. These flows will not recover before 2022, according
to UNCTAD data [22, p. 56].

Global FDI fell by 12% in 2022 to $1.3 trillion after a sharp dip
in 2020 and a robust recovery in 2021. The global poly crisis, which
includes the conflict in Ukraine, rising prices for food and energy,
and debt pressure, is what caused the slowdown. Greater financial
constraints, rising interest rates, and uncertainty in the capital mar-
kets had a particularly negative impact on international project fi-
nance and cross-border mergers and acquisitions (M&As) [14]. Fig.
2 demonstrates fell of global FDI on 12% in 2022 compared to 2021
and decreases on 37% in the developed economies.

Greenfield investments are a type of FDI where a company starts
its operation in other countries as its subsidiary and invests in the
construction of offices, plants, sites, building products, etc., thereby
managing its operations and achieving the highest level of the con-
trols over it. In a green-field project, a company plant construction,
for example, is done to its specifications, employees are trained to
company standards, and fabrication processes can be tightly con-
trolled. As the most widespread form of FDI inflow in less de-
veloped countries, "zero" investments (greenfield investments) act
which made in the form of new enterprises establishment and pro-
mote expansion of a company’s capacities in comparison with the
acquisition process of existing companies. New investments accel-
erate economic growth by increasing supply both nationally and in
terms of the companies that are controllable by foreign proprietors
under liberalised trade condition in the country [23]. Based on the
previously mentioned facts, it is necessary to note that growth of
the international movement of capital scales is accompanied by am-
plification of international TNCs expansion in transition countries.

The source of savings growth is FDI, borrowing from international
organisations, assistance from developed countries. The growth of
the domestic savings affects inflow of foreign direct investment and
stimulates the economic growth in the country.

The comparison of gross savings and savings rates emphasises
differences between countries. Misztal [24] highlights a positive
correlation between economic growth and savings rates. In the short
run, a growth rate of savings leads to a quantitative rise in produc-
tion. In the long run, this process is accompanied by increases in
capital intensity and in the volume of produced output [24].

The development of privatisation and commercial activity
opened and expanded access for foreign capital to the new markets
and stimulated the creation of new manufacturing branches in coun-
tries that were recipients of foreign capital. In Table 1, data of the
net annual FDI inflow/outflow in transition countries during the pe-
riod from 2014 to 2022 is shown. Data show a significant increase in
net annual FDI inflows in Russian Federation in 2022 that confirms
the return of significant flows of Russian offshore capital back to the
country.

Inbound FDI to economies in transition increased sharply in 2019
(by 59% to $55 billion), due to higher inflows in large countries, es-
pecially the Russian Federation, Ukraine, and Uzbekistan. Flows to
the rest of the region declined slightly (down 3% to $19 billion). In
Ukraine, FDI flows rose by 30%, to $3.1 billion, after two years of
decline [22, p.56]. Finance, ICT, mining, real estate, and electricity
and gas attracted the bulk of FDI.

A significant share of FDI, at about one-third of the value in 2020,
is estimated to be round-tripping of the Ukrainian capital through
offshore centres. Market-seeking projects will also suffer in that
country and in others in the region as the economic downturn deep-
ens. Foreign affiliates are facing exceptionally challenging opera-
tional, market and financial conditions. Their profits are expected to
plummet in 2020. FDI outflows from Ukraine reached 0.6 billion in
2019 [22, p.22, p.57]. Based on the above mentioned, we presume
that international capital movement is accompanied by increasing
international penetration and expansion of TNCs in transition coun-
tries. The internationalisation rate of companies from developing
to transition economies increased by almost 2%, with foreign assets
and sales growing faster. Employment by foreign affiliates increased
from 27729 in 1990 to 82360 in 2019 [22, p.8, p.24]. The pandemic
and low oil prices have affected FDI flows.

Estimation of the pandemic’s impact on global capital move-
ments has drawn the attention of scientists towards the consequences
resulting in recession in economies, production or supply chain dis-
ruption, a reduction in employment and an increase in unemploy-
ment, and an increase in inequality.

Trade policies can stimulate exports and imports, especially of in-
termediate and capital goods, which can lead to gains in productiv-
ity. In addition, encouraging firms to innovate and conduct research
and development activities through fiscal incentives and financial
benefits that are aimed at making industry (in particular, manufac-
turing) and services more efficient, technologically up to date and
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competitive, can also lead to growth in productivity [25].
Domestic companies import technologies from MNCs through

the purchase of production equipment, industrial capacity and
differentiated products. Defining the internal effect, Jude and
Levieuge [26] investigated the impact of FDI on economic growth
in developing countries and concluded that the institutional quality
modulates the impact of FDI, while a favourable institutional en-
vironment induces a growth-enhancing effect. The external effect
of the interaction of foreign branches and domestic firms on hori-
zontal or vertical levels contributes to increased productivity in the
country. Growing demand for intermediate products is forcing do-
mestic firms to take advantage of economies of scale. Determining
the impact of FDI on a country’s economic development has made
it possible to identify technology transfer through foreign affiliates
as the main driver of economic growth. Competition development
among domestic firms, productivity increases, the construction of
new organisational and production structures, and the introduction
of new technologies attract FDI inflow [27, p.20].

Authors have shown that the effect of privatization is mostly posi-
tive in Central Europe, but quantitatively smaller than that to foreign
owners and greater in the later than earlier transition period. In the
Commonwealth of Independent States, privatization to foreign own-
ers yields a positive or insignificant effect while privatization to do-
mestic owners generates a negative or insignificant effect. Through
technology transfer and technology spillovers FDI can facilitate in-
ternational collaboration on R&D.

MNCs try to place labour-intensive products in Eastern Europe
and Asia, where wages and units of labour costs are cheaper than in
Western Europe. Wage pressures are encouraged by increasing cap-
ital intensity and the need to increase the volume of R&D. These
measures improve the quality of products and force companies to
maintain higher prices in world markets. The introduction of mod-
ern technologies requires skilled workers, as they cope better with
technological change.

This is true for diverse types of firms and various levels of tech-
nological development. Technology transfers by multinational firms
and the application of technology by local firms require the use of
a minimum of human capital and training of a skilled workforce.
The use of modern technologies usually requires significant organi-
sational changes of companies. MNCs are applied better strategies
by the attraction of a skilled labour force. Lack of employees with
higher education can be a more deterrent for firms in production and
value-added services than for less complex production processes.

The lack of skilled workers is a widespread problem for MNCs in
developing countries. This is especially so for companies that plan
to innovate and expand their scale of production. World Bank data
show that firms that consider the shortage of skilled workers to be
a "major" or "very serious" constraint are those that improve their
production processes. These firms are also more likely to invest in
training their workforce. Smaller companies often do not offer inter-
nal training programs to their employees, although larger companies
do. [28, p.136-137].

Startups that embrace innovation and have the potential to upend
established industries tend to draw investors. Startups encourage
their staff to think creatively and come up with ground-breaking
solutions by fostering an innovative culture within the company.
When a startup demonstrates that it is committed to keeping ahead
of the curve and improving continuously, it might attract overseas
investors looking for innovative firms. FDI attraction creates new
opportunities for firms trying to grow and seize new markets. Star-
tups can greatly increase their chances of attracting FDI by creat-
ing a compelling value proposition, demonstrating market poten-

tial, establishing a track record of success, utilizing networking and
connections, participating in government initiatives, creating a thor-
ough business plan, and encouraging an innovative culture. The
example of successful startups could be analysed in India. Signifi-
cant foreign ownership is present in the well-known Indian startups
Flipkart, Snapdeal, Ola, Zomato, Swiggy, and Paytm, which is not a
positive sign. These businesses, each founded by a different person,
are estimated to be worth over $1 billion. Indian startups attract the
interest of foreign investors due to their immense potential to yield
substantial returns and rapid expansion. All startups have a different
model and various structures, invest significant expenditures in mar-
keting and human resources.

Global venture capital (VC) investment in 2021 totalled a record
$687bn, up from $353.3bn the previous year, marking a growth rate
of almost 95%, according to US Venture Capital Outlook data [29].
Global VC in 2021 was ten times higher than a decade earlier [30].

Fig. 3 illustrates changes in national investment policies from
2013 to 2022 and proves that after COVID-19 there were some im-
provements in policies for favourable investment in the world. A
healthy investment climate increases the incentive for people to at-
tain a higher level of education. The investment in human capital is
the indication of the large increase in income from education in the
former centrally planned economies during their transition to mar-
ket systems. Similar patterns have emerged in other countries. A
high level of formal education is not required for all firms or activ-
ities. A lack of employees with higher education can be more of a
deterrent for firms in manufacturing and value-added services than
for less complex production processes.

The allocation of a large stock of MNC’s foreign investment
abroad may lead to its relocation in the event of political and eco-
nomic threats. The parent company will stimulate FDI outflows and
capital transfers to new locations. Multinational firms use a model
of negotiation abroad that they are familiar with in terms of inter-
national relations (IR) and international business (IB) and reconsti-
tuting intellectual boundaries. Highlighting two approaches, Jarvis
[31] suggests that the construction of new interdisciplinary rubrics
jointly created from IR and IB offers a better means of appreciating
the changing character of the global political economy, and some of
its most important actors and emerging processes [31, p.220].

The further study FDI spillover effects consider the assessment of
an increase in the productivity level of local firms and competition
in Eastern Europe. The actual relationship between horizontal and
vertical FDI spillover effects remains unclear, although the available
research has identified positive correlations. The use of the compar-
ative analysis method for the practice of attracting foreign capital
provides a sound policy and an appropriate analysis of crucial chal-
lenges to encourage FDI inflow.

Spillover effects comprise technology transfer, labour, and ma-
nagement training. Two indirect effects of the presence of foreign
capital take places externally, to other firms in the host economy.
Direct effects of FDI result in economic growth. Indirect effects of
FDI within the host economy take the form of horizontal or verti-
cal spillovers of capital flows. In this case, domestic firms occupy
adequate positions in the production chain with foreign affiliates,
competing with them. They force less efficient firms to close. The
average productivity of the industry in the host economy will rise,
which in turn stimulates productivity growth within firms.

An evaluation of various empirical studies of FDI spillover
effects on domestic firms reflect various factors, conditions, technol-
ogies, products and characteristics at the firm, industry and national
levels based on econometric assessments is discussed in further re-
search.
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Arif-Ur-Rahman and Inaba [32] assessed FDI spillover on firms’
productivity in Bangladesh in comparison to Vietnam. The au-
thors consider that Vietnamese firms benefit from backward link-
ages while Bangladeshi firms receive profit from intra-industry or
horizontal links. They considered that increases in foreign presence
in downstream industries for Vietnam and Bangladesh are associ-
ated to rises in domestic firms’ output [32].

Estrin believes that the inflow of FDI is associated with rising
GDP and declining unemployment in general, as well as over time
in most regions [33, p.2]. The effects were most noticeable and
marked earlier in the EU, and least in the former Soviet republics
and Russia. Earlier in the EU’s history FDI affected natural re-
sources in Russia and some Central Asian republics, and the impact
on employment was less determined. The author emphasises that
the indirect impact of FDI on the restructuring of a company, its pro-
ductivity and employment were very significant in the EU member
states. Insufficient development of institutions, and the gap between
investment needs and domestic capabilities of companies hinder the
attraction of foreign capital.

Fillat and Woerz [34] argue that FDI depends on additional fac-
tors in order to exert a significant effect on growth, i.e. a signifi-
cant level of domestic investment or export orientation is necessary
[34, p.320]. Using a comparable database at the industry level for
35 countries in the OECD and Eastern Europe from 1987 to 2002,
the authors test for the influence of both the stage of development
and sectoral FDI patterns in the relationship between FDI and pro-
ductivity growth. The authors argue that a significant and positive
relationship emerges when FDI coincides with high investment or
the export orientation of a country.

The study of the previously mentioned approaches allows to iden-
tify the main factors stimulating economic growth and technology
transfer through the placement of branches of foreign firms, the de-
velopment of competition with domestic firms and increasing pro-
ductivity by attracting FDI [35, p. 124].

Empirical studies of FDI spillover effects on domestic firms
across countries confirm the existence of direct and indirect effects,
and reflect various technologies, factors of production. The reported
results do not reproduce different effects of economic sectors, labour
productivity, or undervalued labour costs per worker. Moreover,
if internal and external effects act in the same direction, reducing
labour costs per unit of output. They perform as a factor stimulat-
ing the efficiency rise, output increase, and product’s quality and
competitiveness improvement.

Conclusions
FDI effects on the productivity and local firms show ambiguous
trends that depend on the country’s economic development, invest-

ment in R&D and reduction of production costs. The decision to
invest FDI depends on the assessment of macroeconomic factors
and the investment attractiveness of the country.

Economic growth will boost by a policy to draw in foreign capi-
tal to stimulate both internal and external benefits of FDI on labour
productivity. Improvement of the investment climate goes hand in
hand with enlargement and development of human capital. A skilled
workforce is important for firms using new and productive technol-
ogies. An attractive investment climate increases returns on invest-
ment in human capital.

FDI attraction creates new opportunities for innovative firms
trying to grow and seize new markets. Startups can greatly in-
crease their chances of attracting FDI by creating a compelling va-
lue proposition, demonstrating market potential, establishing a track
record of success, utilizing networking and connections, participat-
ing in government initiatives, creating a thorough business plan, and
encouraging an innovative culture. The example of successful star-
tups in India is analysed. Governments need to take the initiative to
enhance the development of education, to make it more comprehen-
sive and responsive to the needs of business.

Wage growth at overseas affiliates is stimulated by the expansion
of foreign capital. Compared to domestic companies, workers in
industries with higher foreign participation receive faster wage in-
creases. Rising productivity and raising the standard of life of the
populace in nations that receive foreign investment are the goals of
creating an attractive investment climate, adjusting legislation, and
incentive programs to create new jobs.
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Introduction
During regular elections in Lithuania, voting activity has been de-
creasing every decade. The highest voter turnout in Lithuania was
recorded in 1992 (about 75%, the first elections to the Seimas after
the Restoration of Independence). After 24 years, in 2016, voter’s
activity was significantly lower (about 50 %, elections to the LR
Seimas) [1]. The main reasons for the decline in voter turnout are
the aging of the population, Lithuanian emigration, and changing
consumer behaviour. About 2.8 million people live in Lithuania.
Future forecasts show that by the 2030s, the working-age popula-
tion of Lithuania will decrease by a quarter [2]. That is, out of 400
thousand emigrating Lithuanians who have the right to vote in 2016,
only 17 thousand registered to vote at elections of LR Seimas. Most
immigrants and young people do not vote because there is no way
to do it electronically [3].

The main reason for the decline in voter turnout is emigration, so
electronic voting would encourage Lithuanian citizens living abroad
to participate in the elections as well [4]. The change in consumer
behaviour due to competition in the electronic space also has a sig-
nificant impact on voting activity. Society is increasingly inclined to
use modern technologies (online elections, ordering services, pay-
ing taxes, electronic banking, etc.), which encourages some com-
petitors and state structures to create a convenient and reliable elec-
tronic system that would benefit every user.

Establishment of electronic voting in the country could help solve
these problems. In 2006, the Seimas supported the e-voting concep-
tion, which formulated the goals and requirements for the imposition
of online voting, the electronic voting scheme, and requirements to
the legal framework. Electronic voting (e-voting) is based on tra-
ditional voting systems that use certain online devices that collect,
process and store voting results [5]. The Government of the Lithua-
nia Republic initially planned that the online voting system should
be created in the second quarter of 2018, and online voting will be
possible for the first time in 2019 municipal elections.

However, due to inadequate system security, several illegal hack-
ing of the system could be possible. Such events may aim to falsify
election results. This can lead to public uproar and lead to the ques-
tioning of the election results" [6]. Lithuania is the leader in the
implementation of FTTH and FTTB in the European Union - more
than 21% of households here use fibre-optic Internet [7]. Due to
well-developed computer communications, the probability of cyber-
attacks is quite high. When implementing electronic voting, it is
necessary to be ready to defend against cyber-attacks. For that, it
would be necessary to examine the current cyber security systems

of Lithuania.
This work is intended to analyse successfully operating Internet

election systems in the world, for which there are known sources of
threats, possible attack vectors, methods, and methodologies. Ac-
cording to this, it is possible to assess the lack of cyber security in
Lithuania, when implementing the electronic election system:
1) to assess the methods of ensuring cyber security, management
systems and technologies,
2) to determine the extent to which the legal regulation is undefined,
which can lead to cyber incidents,
3) to predict the improvement of management systems and e-voting
technologies related to the cyber security.

1. E-voting: Aspects of Cyber Security

1.1 Conception of Cyber Security Management
The internal management processes of modern organizations are
not possible without information technologies and information sys-
tems and the Internet. The Internet has more and more influence
on everyday life, including the global economy [8]. Today, every-
day education, basic rights, social interaction, and economy require
the smooth operation of information and various technologies. The
phenomenal development of cyberspace has brought unprecedented
economic growth and new opportunities. Modern research and in-
formation security took shape after the emergence of computers and
the need to manage information and knowledge in the second half
of the 20th century.

However, this is the situation and the emergence of new threats.
These trends force countries’ governments to take measures and
create infrastructure that would ensure further economic develop-
ment, efficiency, and security [9]. The Cyber Security Strategy of
the European Union [10] notes that "deliberate and accidental cyber
security incidents are increasing at an alarming rate". These inci-
dents can disrupt the provision of basic services (water, electricity,
health care and mobility services). Štitilis [11] observes that "the
globalization of electronic space has created unprecedented oppor-
tunities to commit crimes from any point in the world, where there
is Internet and threats in electronic space are not only for individuals
for consumers, but also for remote countries".

The concept of cyber security. In the Cyber Security Law of
the Republic of Lithuania [12] cyber security is defined as "a set of
legal, information dissemination, organizational and technical mea-
sures intended to prevent cyber incidents, to detect, analyse, and
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react to them, i.e. to manage the information systems in networks ...
and restore system after some incidents". In society, the concept of
cyber security is often associated with such concepts as electronic
information security, information security, network and information
security, and information system security.

Network and information security is the ability of networks
and information systems to remain with a certain degree of proba-
bility free from accidental intrusions or illegal or deliberate actions
that would cause damage to stored or transmitted data and related
threads. of those networks or systems for the availability, authen-
ticity of the services received, integrity and confidentiality (stored
or transmitted data and associated networks). Network and infor-
mation security ensures a certain level of security, which is used to
avoid certain harm. The term does not mean interpretation, analysis,
possible response and recovery of activity.

Information security represents the protection of information
and system infrastructure from accidental or intentional, natural, or
artificial hacking, which can cause damage to the owners of infor-
mation and system infrastructure. and for users [13]. This concept
is only a narrow part of the definition of cyber security, which refers
to the protection of information and system infrastructure from pos-
sible harm.

The law on cyber security states that cyber security is depend-
ing on legal, informational, organizational, and technical tools and
services. Jastiuginas [14] defined the conception of information se-
curity management in three dimensions.
1. Strategic dimension covers administrative, organizational, gov-
ernment, economic, legal, good tactics aspects.
2. Human factor dimension covers the cultural, ethical, intellectual,
educational, psychological, etc. factors affecting safety.
3. Technological dimension includes the aspects of information
technologies, technical and software tools, mathematical, crypto-
graphic etc.

Cyber security in the workplace. One of the most important is-
sues when it comes to ensuring cyber security is the question about
organization needs: which field must be protected. Countries in
European Union (EU) have critical infrastructure that must be pro-
tected if events of a cyber incident occur. According to Council
Directive [15], two main sectors (energy; transport) and eight sub-
sectors (electricity; oil and gas industry; road, railway, and air trans-
port; inland water transport; sea shipping and seaports) belong to
critical infrastructure.

1.2. Essence of Electronic Elections
The penetration of information technologies into various areas
of state government is encouraged by the need for transparency,
efficiency increase and cost reduction of existing political and ad-
ministrative processes. "The political and scientific initiatives that
have appeared in Europe are examining the implementation of in-
formation technologies in electoral processes, health care, tax col-
lection and administration, self-governance, education" [16]. These
areas of public education are traditionally criticized for the poor
quality of public services, high costs, lack of efficiency, etc.

Current technologies allow automating the execution of tasks in
various branches of the industry, where people traditionally play an
important role. Electronic voting can be named as one of the rep-
resentative areas of application of new technologies. The installa-
tion of voting systems allowed people to shorten the time of the
results announcement, that is, to maximally eliminate the influence
of the human factor on the results announcement. Implementation
of e-voting and use in various countries showed the high level of

requirements which must be placed on the systems to ensure safe,
fair, and open elections.

Electronic voting (e-voting) means voting when electronic de-
vices are used in at least one of the polls [17]. Assigned e-voting
could be realized in the polling station using devices with touch
sensitive screens, standard computers. The results are announced
(compressed) after the end of the voting, they can be automatically
transferred by network in compressed/encoded form. Each voting
data can be recalculated, and the correctness of the voting proce-
dures could be renewed.

Remote e-voting could be realized when voting is done on the In-
ternet, by mobile phone (trial voting only) and at an office, to which
a person can go after establishing the agreement of an authorized
election commission official or consular office to her. Basic me-
thods of electronic voting [18] are presented below.
1. Voting in the polling station using electronic devices (for exam-
ple, a computer or a serial voting machine).
2. Unsupervised voting, especially in booths located in public places
(trade centres, post offices etc).
3. Internet voting (I-voting) – voting from anywhere using the Inter-
net (computer or phone). I-voting uses information and communi-
cation technologies, casting a vote on the Internet.

There is no common definition of the concept of electronic elec-
tions in the literature. According to definition of Kiškis et al [16],
"Electronic elections are any type of voting that is carried out us-
ing electronic devices". Electronic voting can be understood in
two ways: elections include the following services: electronic elec-
tion information, electronic election campaign, electronic election
of representatives and electronic referenda [19]. Voting in electronic
referenda and electronic elections is the assignment of one’s own de-
cision using information technologies.

Electronic elections are defined as any type of voting in which
electronic devices are involved in the process. In the context of e-
voting, it is important to distinguish the voting using electronic ma-
chine and electronic distance voting:
a) for Internet voting, an auxiliary device is necessary which does
not determines how voting will be done and allows the voter to vote
in a convenient place with an Internet connection;
b) for online voting, an complex system is necessary that includes
both Internet voting, voting in the polling station with the help of
online voting machines, and online voting in the terminals.

Vaigauskas [20] conducted the voting in an online auxiliary vot-
ing system, which can conduct preliminary voting, preserving the
traditional voting in the polling station: "everyone can vote in this
way who has completed a certain procedure at current time, con-
vinced that he is the voter who has the right to vote. As in case of
remote usage of bank service, we sign in using previously declared
and documented name and surname, and only after that the system
established verified identity" [20].

Paršonis defines this concept differently. In his opinion, elec-
tronic voting refers to an ATM, and Internet voting refers to an e-
banking. Paršonis claims that electronic voting is a more recent
concept that defines the voting model when electronic voting de-
vices are used. This term could be applied on the election day when
voting is organized in the polling station using the central voting
machines [20].

1.3. Development of Electronic Elections
In 1869 Thomas Edison invented the first electronic voting system
and demonstrated this system to the United States Congress. The
first proposal for automated voting in Congress was introduced in
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1886. Over the next 84 years, more than thirty laws and resolutions
were passed to create an automatic, mechanical, and electronic vot-
ing systems in Congress. In 1970 a law allowing electronic voting
was passed in the USA, and electronic voting was used for the first
time in New York in January 23, 1973.

In 1970s, the first system, leading to a computerized electronic
voting system, was created by Prof. Murrow Turoffin in New Jersey
Institute of Technology (NJIT)[21]. This system named EMISARI
(Emergency Management Information System and Reference Index)
was developed to organize computer conferences, to discuss topical
issues for users and to vote. In 1971 Ohlin [22] described a different
system using the terminal connection to the public network. This
was supposed to increase people’s activism in solving problems re-
lated to state governance.

In the middle of the 9th decade of 20th century, many political
structures and the public sector more and more often started to or-
ganize various projects using Internet network facilities. This was
caused by the spread of the global Internet network and improve-
ment of information exchange. Based on these projects, proposals
for online elections were presented.

In 1996 Internet voting for the US presidential election was pro-
vided [22], where about 2,000 voters voted. In 2000 during the US
presidential election, many polling stations refused to use registered
ballots. Voting was done in different ways:
a) by manual voting arrows when the respective hand of the selected
candidate was turned,
b) by the help of reference cards or electronically, using voting ma-
chines.
The first attempt at electronic voting was considered unsuccess-
ful due to the use of different technical equipment. Voting results
changed very often, the counting of votes was interrupted. How-
ever, experts claimed it happened due to usage of old devices. All
recommendations for future (how to improve the processes of vot-
ing) were related to replacing the electronic voting with new modern
contemporary devices.

In 2002, USA passed the HAVA (Help America Vote Act) [23],
which authorized the Election Commission to develop a centralized
electronic voter database. The government has decided to allocate
budget funds for the purchase of old voting cards and swing vot-
ing machines. That is why a commission was created to control the
implementation of the election modernization process. in 2006 66
million US voters (38%) had the opportunity to use electronic voting
devices. However, 10% of American voters used this option during
the elections to the US Congress.

Establishment of electronic voting is actively discussed in other

countries as well. In 2002 an initiative group of representatives of
the European Parliament submitted a proposal to adopt a resolution
on Democracies. The representatives suggested to introduce an on-
line voting system during the elections to the European Parliament
in 2004. In their opinion, it could be a promotion of passive voters
to express their needs. However, it was decided that such a large-
scale project could not be completed in two years. The member
states have started to install experimental electronic voting projects
in their countries. The United Kingdom had even 150 pilot projects,
Switzerland - 8 pilot projects. In 2007 electronic elections were
introduced in France, and the introduction of this innovation coin-
cided with a very large number of voters. Several projects related
to electronic voting were also implemented in other countries: the
Netherlands, Germany, France, UK, Brazil - see Table 1. The pi-
oneer of online elections in the Baltic countries is Estonia, where
electronic elections have been in use since 2006.

1.4. Components of Electronic Elections

Stages of voting systems. The Constitution of the Republic of
Lithuania and the principles of democracy require ensuring the
anonymity and security of voting. The European Security and Co-
operation Organization makes such clear demands for democratic
elections. The voting equipment used in the election process must
ensure a very high level of security due to use the complex set of
security protocols.

Basically, any electronic voting system consists of six main ele-
ments, which are known as the traditional voting system [24].
1. Voter registration system. The e-voting system provided the voter
with authentication data and the possibility to connect to different
voting systems. The main task must be the ensuring cyber security:
a) for ensuring the transparency of the registration system and b) for
protection the system from the unauthorized disclosure of individ-
ual information.
2. Authentication. A test intended to verify whether the voter has
the right to register and vote. According to the Constitution of the
Republic of Lithuania, only persons who have reached the age of
majority have the right to vote. Therefore, the register of electronic
voter should ensure the legal voting.
3. Voting is the stage when verified voters vote and votes are saved.
4. Management of voting is the stage during which the votes are
managed, sorted and prepared for counting.
5. Counting of votes is the stage for decrypting data, counting of
votes, and outputting the results.

Table 1. Development of Internet voting: historical facts. Constructed using data of Refs. [22, 23, 24, 25]
Date Country Events
1990 - 1999 Belgium For E-voting, electronic voting machines were used.
1990 Canada Since then, municipal elections in different cities have been held online using e-voting.
2001 Danmark Residents of Leeds and Voorburg (Danmark cities) voted online for the new name of the joint city.
2003 UK An online voting experiment was conducted in the local elections.
2003 Switzerland In the three cantons, experiment of e-voting was provided.
2004 US Department of Defence has commissioned a research and development to allow the quality of online voting.
2004 - 2005 Switzerland Five probing e-voting was held in the cantons of Geneva, Neuchâtel and Zürich (national referenda).
2004 - 2006 Norway A special commission was instructed to evaluate e-voting opportunities. The two-year commission concluded that

e-voting in an uncontrolled region would be possible, but generally it is important to ensure the security aspects.
2005 Estonia Internet voting was tested and used in local government elections.
2007 Estonia Internet voting is allowed in the parliamentary elections.
2008 Finland E-voting was tested in municipal elections.
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Table 2. Comparison of the principles of electronic voting
RolNo Cabello et al [26] Bogdan et al [27]
1. Anonymity: it should not be possible to link the ballot to voters To ensure the anonymity of voting.
2. Completeness: only those who have a tee can vote to vote. To eliminate the possibility of vote falsification.
3. Uniqueness: every legal voter can vote only once. To ensure the reliability of the software and the save traffic of Internet.
4. Fairness: every voter should be able to check Unique routine of the person identification must be ensured and

if your vote has been included applied to all voters.
5. - To ensure the safety against unauthorized access.
6. - To ensure the accuracy of vote counting.
7. - The e-voting program must have an intuitive user-friendly interface and

must be accessible to people with disabilities.

6. An audit is a test intended to check whether the votes of the voters
who voted were included in the final evaluation.

All electronic voting systems have basic minimum requirements
that all electronic voting systems must meet. Table 2 represents the
main principles formulated by Cabello et al [26] and Bogdan et al
[27]. Minimum requirements for e-voting systems were formulated
as follows: anonymity, elimination of vote falsification, ensuring
the accuracy of vote counting. In e-voting, the provision of personal
consent and ensuring the security and reliability of this procedure
are of great importance.

Remote authorization available in the following ways:
1) when personal data are confirmed by a qualified electronic signa-
ture that meets the established requirements;
2) when personal data are verified by electronic identification de-
vices issued in the European Union, operating under high or low
level security electronic identification schemes, which correspond
to requirements of Regulation (EU) No. 310/2014 [28];
3) when used electronic devices allow the live video playback in one
of the following ways:
3a) during live video translation, the original document confirming
the identity or the corresponding permission to obtain in the Re-
public of Lithuania is recorded and the person identity is confirmed
using electronic signature;
3b) during live video translation, capturing the image of the person’s
face and obtaining the original document confirming the identity or
its corresponding permit in the Republic of Lithuania.

1.5. Tools
Use of digital certificate. Identity confirmation or authentication is
a method used to verify the source of the transmission or to iden-
tify the system participant and to make sure that the transmission
has not been modified or hacked during transmission. Personal au-
thentication is a method that allows you to check the authenticity of
the subject. In electronic voting, authentication is performed [29] in
one of the following routine:
1. Knowledges of subject. The user’s account is determined by the
password or identification number provided to him.
2. Equipment of subject. Various devices for confirming transac-
tions (magnetic cards, chip cards, generators with a one-time pass-
word, etc).
3. Features of subject. Biometric information of a person is avail-
able (fingerprints, personal handwriting, retina, etc).

One of the safest ways to do this is to authenticate using a digital
certificate. Personal authentication is performed by means of a cer-
tification service provider. It is the responsibility of the provider to
link the agreement of the person signature with the previous data of
signature and verification. Personal digital certificates as the elec-
tronic equivalent of a personal contract document are used for this
operation. Digital certificate is an electronic equivalent of a driver’s

license or membership card, which you can use for proving your
identity or the right to access the requested information from the
Internet [30].

The functionality of digital certificates is based on the coding
technology using generated private key and public key. The private
key is kept by the owner of the certificate, but public key is dis-
tributed to the persons with whom the relations are maintained. The
message is encrypted using a private key, decrypted using only the
public key which is related to the private key. If the message being
sent is encrypted with a public key, it can only be decrypted with the
private key. The institution providing the certification service cre-
ates and issues a digital certificate by signing with its own private
key [30]. The use of the digital certificate provided an opportunity
to verify the authenticity of the user’s rights to a specific key and in
this way to prevent the unauthorized use of the private key.

Use of electronic signature. To connect to various electronic
banking systems or use electronic government services, one of the
most common authentication methods are the use of an electronic
signature:
i) any data that is linked with other data can be annotated to identify
the person signature and confirm the data authenticity;
; ii) set of tools (lar related, mathematical, etc.), which together are
necessary for electronic signature. It should be noted that a digi-
tal record is just a mathematically based sequence of data coding,
which, due to its unique characteristics, is used to perform basic
functions - authentication and establishing originality.

The requirements for secure electronic signature are related to
the requirements of the Civil Code for the security of the authorized
text and the identification of the person signature. The following
requirements are necessary for secure electronic signature:
a) is clearly related to the signaturing person;
b) allows to identify the signaturing person;
c) it is created by tools/apps that the signaturing person can handle
according his own needs only;
d) it is strongly related to signatured data, so any alteration of this
data is surveillance.

The use of electronic documents has the same legal force as writ-
ten documents. The use of such an electronic instrument is carried
out by means of the dedicated special tools.
1. USB storage device. When choosing this electronic method of
signing, the user must install the software for the USB storage de-
vice on his computer, and the use of the cryptographic USB storage
device requires a USB connection on the computer.
2. Use of the mobile app. After signing an agreement with the
certain company, the mobile service provided by this company al-
lows to use a local SIM card with a secure cryptographic module
installed. Therefore, it is possible to obtain a PIN code for the digi-
tal use of the certificate, which allows connecting to various online
systems and electronically determining the identity of the person
signing it.
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3. Use of a personal identity card. Since 2009, citizens of Lithuania
have been able to use chip-based personal identification cards. Iden-
tity cards can be used as a tool for creating electronic signature. The
person registry services have created digital certificates that confirm
electronic documents created using personal identification cards.

Use of electronic timestamp. A timestamp is a sequence of
characters identifying when a certain event occurred, usually giv-
ing date and time of day, sometimes accurate to a small fraction of
a second [31]. Timestamp can be defined as the data that are log-
ically related with other data and confirms the existence of those
other data until the time specified in the timestamp. The time ma-
nagement service provides the regulations and public availability of
the time management service by publishing the regulations on its
website. Without having its own website service provider, organiser
must ensure the free and public usage of the service. The regulations
must specify the entire procedure for the creation and management
of the timestamp, the identifier of the timestamp rules, all the neces-
sary information related to the provision of the timestamp formation
services.

Timestamp can be used to sign [32]:
a) contract in electronic form, for banks, insurance companies or
others;
b) electronic documents to preserve their value as evidence;
c) statements and letters sent electronically to public administration
institutions;
d) internal electronic documents to protect them from forgery and
backdating;
e) system logs, in order to protect them from forgery;
f) electronic invoice sent to recipients in electronic form;
g) electronic documents stored on a personal computer in order to
protect them from forgery and backdating;
h) computer programs to protect them from counterfeiting and
viruses.

2. Organization of Electronic Elections

2.1. Principles of Organization
The right to vote belongs to the basic principles of democracy. All
principles of democratic elections and referenda must be maintained
even after the establishment of the electronic election system. Elec-
tronic elections must be so safe and reliable that they are traditional
without usage of modern electronic equipment. For the electronic
voting system to be attractive to the public and the traditional vot-
ing system to be implemented in the future, following essential and
undoubtedly important skills must be realized [33].

Publicity and global development. It is possible to ensure that
all voters with the right to vote can participate in the elections, and
voter identification and registration can be carried out by legal tools.
For realization, the most important rules must be implemented as
presented in Ref. [34]:
a) every person who has the right to express his opinion can do so;
b) the possibility to participate in elections must be guaranteed by
law;
c) voting technologies and equipment must be clearly explained to
voters and there must not be any restrictions on dealing with the
technologies used in the election process;
d) electronic voting is only a secondary tool in the context of basic
voting;
e) the infrastructure used for voting must be accessible to all voters.

The guarantee of freedom of choice. This principle ensures
that the voter was not forced to use the electronic voting system,

that is, he was not technologically challenged to express his opin-
ion. Essentially, several other aspects must be considered when en-
suring this freedom: the voting system must provide the voter with
the opportunity to vote with a "blank ballot".

Principles of equality. The equality of the candidates and can-
didates participating in the elections must be ensured, that is, the
equality of the rights of the voters who have the right to vote. The
main e-voting requirement could be formulated as follows: paper
and electronic ballots must be equivalent. For implementing this
principle, it is necessary to ensure the same possibility for politi-
cal parties to monitor the e-voting system and the e-voting process.
According to the advice of some experts, e-voting must be realized
earlier than "ballot-elections" (voting using bulletins).

Privacy Policy. Due to this principle: a) e-votes will be hidden
all the time until the final counting;
b) no possibility to relate any person who voted and his vote;
c) the phases of registration for voting and voting will be clearly
separated;
d) any user will not be able to provide information about his choice
by any means related to the voting system.

In the voting system, the possibility of accurate counting and re-
counting of votes must be ensured, without identifying the person
who voted [34].

The principle of directness. This principle determines the
behaviour of elections: each vote must be directly recorded and
counted. In order to simplify the e-voting systems and to track their
operation, most often all votes received during the election period
must be stored in encoded form and must be decoded only after the
election.

Democracy principle. According to this principle the compli-
ance of the voting systems with the usual traditional voting systems
must ensure. There are certain essential requirements that must be
met in the e-voting system. These requirements refer to the legality,
transparency, security, and accuracy of e-voting systems being deve-
loped or created. Users of the e-voting system must understand how
the system works, but sometimes it is impossible. Some persons do
not have the basic knowledge required to use information technol-
ogy. In other words, trust in e-voting systems is based on trust in
technology and the willingness of the voting person to acquire and
use technology.

2.2. Models of Electronic Elections
Two models of electronic elections could be realized: single-phase
model, and n-phase model.

Single-phase model. Certain voter who wants to express his
choice in the election can do in one simple action. Voting takes
place in one cycle. In such model, voter does not need to identify
himself when voting. This model is difficult to apply to electronic
elections provided remotely, as there is no way to ensure that the
user will not vote twice. The model of such e-voting system can
only be used for e-voting provided in polling stations, since there it
is possible to control who is preparing to vote.

The availability of this system for regular voting is only such that
the voter, coming to the polling station, cannot damage the ballot
paper and in any case must express his choice. This model can
be applied together with the two-phase model, and in the future,
it could replace regular voting in polling stations, as it would be bet-
ter to use electronic ballot boxes than paper ballots [36]. Under the
conditions of modern democracy, the one-phase model would sim-
plify and speed up the process of calculating election results, reduce
costs. Otherwise, one-phase model would not give voters the oppor-
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Fig. 1. N -phase model of electronic elections.
Adapted according to Ref. [36].

tunity to vote in requested geographical area, only in the place where
they were at that time.

Two-phase and n-phase model. Most electronic voting systems
are based on a two-phase model as presented in Fig. 1. In the first
phase of e-voting, the voter must identify himself in the e-voting
system, which gives him a certain permission to vote. In this way,
the voter gets access to the second and main phase of the model -
voting.

Sometimes the electronic election system may require additional
actions from the voter during the initial (registration) and secondary
(primary voting) phases. Using so-called n-phase model, e-voting
person receives the messages that require the person to identify him-
self in separate steps in several identification systems of responsible
institutions. In such a situation, the registration phase is divided into
several phases and such an electronic voting system is based on the
n-phase model.

2.3. Implementation of Electronic Elections
Initially it is important to consider the risk factors. The list of gen-
eral requirements for electronic information security [37] defines the
most important risk factors that can have an impact on electronic in-
formation security:
a) inadvertent error, subjective error (errors in electronic informa-
tion management, erasing of electronic information, incorrect pre-
senting of electronic information, physical power failures of elec-
tronic information, failures of electronic information distribution
over networks, software errors, incorrect operation, etc.);
b) intentional error (unauthorized use of the information system
to hack an electronic information, destruction of electronic infor-
mation, malfunctions for data distribution over networks, security
holes, etc.); c) force majeure.

Analysis of the voter’s device. One of the most insecure chan-
nels of Internet voting is the voter’s computer, mobile phone or
other mobile devices. Personal computers are poorly monitored and
poorly protected against malware attacks. When it comes to remote
voting, the computers that are used to record and process votes are
outside the control of the institutional supervising the votes. Due to
that, the election supervisors cannot do much about it for increasing
the voters’ attention to these problems [38].

Hackers are constantly scanning millions of computers looking

for the easiest to invade. Jefferson et al [39] observes that "com-
puters in Internet cafes and public libraries are still more insecure.
Spyware and other programs can be installed in them". When vot-
ing at the workplace, voters’ risk that wheel. Internet systems and
browsers are not protected from malicious programs, which can be
downloaded by users or other persons using this computer due to
inadvertence. A malicious program installed or downloaded into
voter’s computer or mobile device without the voter’s knowledge
can hack the vote cast by the voter or can record the fact of voting.
To check information where the e-ballot was fixed, voters could ob-
serve the inconsistencies if they had access to a trust computer. This
situation is problematic, because allowing voters to confirm their
votes could show the realized choice of e-voting.

If the falsification occurs during the sending of the e-ballot, elec-
tion officials may have no way of distinguishing between the incon-
sistency of the e-ballot and user error" [38]. Therefore, the possibil-
ity cannot be ruled out that the remote voting platform is being used,
voters can try to manipulate it: to present more than one vote, having
the content of the vote verified, to sell it. That is, trying to exercise
their rights to damage the voting system, change the election results,
or change the reliability of the election results.

Problems of election security. When analysing the problem of
election security, big attention is paid to external threats. This is
not correct approach that should be followed, because it is easier for
hackers to access the system from the inside. Three main groups of
potential internal threats are distinguished [36].
1. Legal users of electronic voting systems. They can search for ex-
ploits or security issues in the electronic election system and, having
enough technical knowledge and a sufficient list of interested per-
sons provided to them, can use the electronic voting system. These
actions are performed most often for financial gain.
2. Persons who may seek to use the privilege of administrators of
electronic voting systems to use the functionality of electronic vot-
ing systems. Representatives of this group most often seek to use the
employees of other organizations that are developing the electronic
voting systems. Such employees must have sufficient knowledge
and understanding of electronic voting systems. The main motiva-
tion of the perpetrators of these threats is financial gain or simply
personal satisfaction, self-realization by performing illegal activi-
ties. Administrators of electronic voting systems of any level must
be morally prepared for such actions by hackers (outside parties) if
they are provided with all the information about security "holes". ".
3. Civil servants who have access to electronic voting systems but
are not related to the acquisition of electronic voting systems. These
persons can participate or lead the internal "attackers" of the elec-
tronic voting system. The reasons for which these persons may
commit illegal acts are most often financial or simply unspecified
personal goals.

The five main groups of potential external threats are presented
in Ref. [40].
1. Alone hackers looking for possibilities to disrupt electronic vot-
ing systems just to get personal satisfaction by attacking or hacking
the state system. In this way, the attack is a protest against govern-
ment policy. These hackers are most often looking for possibility to
access the data, damage it, or use it for personal gain, for example,
in many cases, to sell for illegal disclosure.
2. Another group of hackers is different from alone hackers: crim-
inal organizations or individual criminals. These groups, for exam-
ple, information brokers, may want to have unauthorized access to
electronic voting systems to use the resources of these systems for
personal purposes.
3. Groups of protesting persons or so-called hacktivists may try to
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influence their actions in relation to electronic voting systems with
the aim of showing seriousness in using these systems for voting
purposes. Main purpose is to damage these systems or to obtain
data for personal purposes or damage the information contained in
the voting system.
4. Foreign intelligence services may be interested in receiving infor-
mation about a person. In the future, they could use this information
for surveillance. These services could carry out the formation of the
country’s politics or manipulate the available voting information to
influence the voting results.
5. Terrorist organizations may be interested in information about
private individuals stored in electronic voting systems. These or-
ganizations, using the available knowledge, may be interested in,
for example, organizing terrorist acts. They can use electronic vot-
ing systems and the information collected during voting to find out
what the voting perspectives are. This way allows to influence the
voting results and to obstruct the smooth voting process.

3. Implementation of E-voting
Internet voting (I-voting) is one of the types of electronic voting (E-
voting). This means that person’s voice is reproduced and/or calcu-
lated by a computer system. Necessary condition for I-voting must
be satified: during online voting, voters cast their votes online using
their personal devices. According to Valadkevičius [6], online vot-
ing faces two unique and complex challenges.
1. Election results often fundamentally determine the statehood for
several years to the year, so this is an extremely important result.
Due to this determination, there are always strong interests to de-
stroy this process for the benefit of certain interests. Therefore,
when testing election innovations, it is necessary to ensure com-
prehensive and reliable security systems that protect elections from
possible manipulation.
2. Voters’ scepticism of election innovations. The main mission of
democratic elections is to ensure public trust that the government
really represents the nation. It is the hope that the government elec-
tions will be conducted fairly, which creates the legitimacy of demo-
cratic government. However, innovations in the field of elections
often require caution: transparency and explanations are required.
Ignorance makes it easy to mistrust.

3.1. Benefits of Internet Voting
1. Voter turnout. Although many critics of Internet voting claim that
there is no evidence that Internet voting increases significantly voter
turnout, any increasing is evident. If one third of all voter’s take part
in election voted online, a 2.5-4% increase in election activity can
be expected.
2. Validity of voting. I-voting would be extremely useful for Lithua-
nians abroad, living in the far corners of the world: in many Asian
countries, in Latin America. I-voting would ensure that these voters
could cast their vote in the elections of Lithuania Republic.
3. Accurate and unbiased counting of votes. When I-voting is im-
plemented, the process of casting and counting votes would be cen-
tralized, monitored by competent observers, and pre-agreed rules
would be made public. Voting results could be damaged only if out-
side hackers break into the system.
4. Ensure safe and reliable voting. The applied full verification sys-
tem means that it is possible to verify and reliably make sure that
each vote of any voter was accepted, credited and included accord-
ing to following routines: i) cast as intended, ii) recorded as cast, iii)

counted as recorded. These three steps formed the chain of the "jour-
ney" of the I-voice, and after proving the integrity of each chain, the
integrity of the entire network is proven.
5. Increased level of vote encryption. I-voting could increase the se-
curity, help with voting at home and abroad. By voting online from
home, disabled and elderly people will not have the physical contact
to carriers of election ballots, and citizens from abroad will be not
able to vote repeatedly. So, these threats will be negligible.

3.2. Risks of Internet Voting
It is considered that online security arguments are one of the main
ones on which Internet voting is criticized. Below are the risks of
online voting and possible ways to resolve them. This information
is based on the analyses of the European Council, OSCE/OHIDR,
IFES and other international organizations, including the good prac-
tices of Norway, Estonia, Switzerland, and Canada [41].
1. Falsification of votes. The I-vote, realized by I-voter, could be
damaged or changed without the voter knowing. After counting pro-
cedure, election results are different than the voters intended. This
risk could be analysed for three stages of online voting: casting,
storing and counting. For casting, voter’s computer is responsible
for data transfer to the server. This risk can be eliminated by using
the vote verification function, which allows the voter to make sure,
using the remote device, that the vote went to the counting server
without being hacked. For storing, vote storage server is responsi-
ble. This risk can be eliminated by keeping the cast vote data on
several different remote servers, which would be synchronized. For
counting, risk of errors can therefore be eliminated by copying data
to several servers (mirror service). The second solution is to give
the possibility to any voter to download all decrypted election data
(without authentication of any voter) from the vote server.
2. Decryption of votes as a technical cut. The main risk of counting
votes is that online voting data can be hacked, and voter information
recorded in the ballot can be revealed. In legal acts, it is necessary
to provide the protocols and standards for clear data transfer, proc-
essing and calculation.
3. Revealing the voting secret as a social cut. One of the main social
risks associated with online voting is the purchase of votes and the
announcement of votes in a certain social network. Therefore, the
risk remains that the voter may be pressured or forced to vote after
the end of the online voting period.
4. Lack of qualifications of election implementers. It is recom-
mended that online voting projects adopt the standards that have
been tested and publicly updated. When preparing the parameters
and requirements of the future system for the suppliers and the in-
stitutions acquiring the system, it is necessary to be guided by the
analyses and reports prepared by the relevant international organi-
zations.
5. Public distrust and quality control. There are two most impor-
tant factors that lead to public distrust: a) absence and (or) of a
high-quality and secure online voting system; b) lack of appropri-
ate information about this system. To solve first problem, several
technical and operational security and quality assurance systems are
required. To eliminate the second problem, it is necessary to en-
sure that essential information about the operation of the system is
publicly available and accessible to the public. The proposed ar-
rangements fully reveal the system’s operating principles and mech-
anisms: a) detailed audit for system checking in detail, and the con-
clusion will be present to the public; b) open source software and
open protocols allow all programmers to analyse source code and
to estimate the security bugs of the system; c) election monitoring
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must be organized, observers during the counting of votes would
ensure that everything is carried out in the prescribed order.

Summarizing the possible threats, it can be pointed out that on-
line voting is a high-risk project due to two reasons [41].
1. Due to the importance of certain elections for the statehood, there
are strong interests to redirect the result for the benefit of individual
interested groups.
2. Basic mission of democratic elections is to ensure the public’s
trust that the government elections were conducted fairly, which cre-
ates the legitimacy of democratic government. Innovations in the
field of elections can easily cause disappointment among potential
voters, so exceptional transparency is often required. When election
innovations are implemented, it is necessary to ensure comprehen-
sive and reliable security tools that protect against possible manip-
ulation of elections and distortion of results. Only such tools can
ensure high standard of transparency and publicity.

Proponents of online voting therefore hope to increase voter
turnout, while critics fear that due to the current cyber security sit-
uation, the online voting system may be an easy target for attacks.
Finally, online voting system may be aimed at to change election re-
sults. Additional problems about ensuring of anonymity are not yet
solved.

4. Systems of Electronic Election
Various electronic voting systems have been developed and tested in
many European countries. Outside of Europe, the USA and Brazil
are currently engaged in electronic voting, while Mexico and Cen-
tral and Latin American countries are considering it. According to
the setting of clear goals of electronic voting, the countries of the
world can be divided into three groups.
1. Israel, together with Scandinavian countries. These countries rely
on the traditional elections using paper ballot. There are no political
plans that include electronic voting.
2. Countries that have introduced or are introducing electronic vot-
ing machines, which do not have any plans to introduce remote elec-
tronic voting throughout the country (for example, the USA, Brazil,
Russia). 3. Sweden, Canada, France, and Estonia. These countries
are planning to introduce or have already introduced remote elec-
tronic voting throughout the country.

One of the first large-scale electronic voting systems was imple-
mented in USA. Secure Electronic Registration and Voting System
(SERVE), acquired by the US Department of Homeland Security
department was planned to be used in 2004 for US voters abroad.
However, Pentagon refused to use this system due to serious se-
curity threats. The security analysis [50] done by independent re-
searchers has caused a lot of discussion, and conclusions state that
since the risk of large-scale and successful attacks of hackers is so
high, it is recommended to stop the development of SERVE. More-
over, similar systems should not be attempted in the future until the
infrastructure of the Internet and personal computers has been fun-
damentally redesigned and improved, or until a fundamental secu-
rity arrangement has been implemented.

4.1. Electronic Elections in Estonia
Many countries use electronic voting machines at polling stations,
but Estonia did not choose this way. Electronic voting in the con-
text of Estonia means remote voting over the Internet. The most
important goal is to provide voters with the opportunity to vote and
thereby increasing voter participation.

Internet voting system. Until now, Estonia is the only country
that has introduced online voting in elections on a national scale.
Internet voting was used in Estonia in the municipal elections (July
2005) and in parliamentary elections (2007). In January 2005 elec-
tronic voting system was tested In Tallinn, during public testing be-
fore the municipal elections. Also, local referendum about the loca-
tion of the Freedom Monument was conducted using this system. In
2002 political agreement on the implementing of electronic voting
in Estonia was concluded.

Legal framework of e-voting was started in 2002 after adoption
of the Local Government Election Law, which allows voters to vote
online on the website of the Central Election Commission during
early voting.

In 2005, after the main election commission approved the online
voting system, the law on the registration of the municipal election
law was adopted, which formulates the voter’s right to adjust his e-
vote: a) by voting again on the Internet or b) at the polling station
on the day of the election. This law is related to realization of the
voting freedom.

The law was vetoed by the President Arnold Rüütel, arguing that
the law created non-equivalent conditions for electronic and tradi-
tional voters, since online voters are allowed to change their votes,
others do not have such an opportunity. After Parliament rejected
the president’s veto, he appealed to the Supreme Court regarding
the constitutionality of the law. The Supreme Court rejected the
resident’s complaint, explaining that the law does not violate the
Constitution and does not violate the equal rights of voters, as all
voters have the right to vote online. The laws were finally approved
only in September 2005. In 2005 9,317 voters voted online in the
municipal elections in Estonia. It was 0.9% of registered voters or
2% of voters who participated in the elections.

During the election, there were no serious technical problems,
apart from the fact that on the third day of voting, the electronic
voting was disrupted for one hour due to the problems of certifica-
tion service provided by Sertifitseerimiskeskus AS. No attacks that
could cause system security problems were recorded. The auditors
confirmed that the electronic voting system worked correctly, there
were no malfunctions or problems that could raise suspicions about
the correctness of voting and the trustworthiness of the system. In
April 2007 30,275 voters voted online in the parliamentary elections
[19].

Identification of voters. Online voting in Estonia is growing
using an electronic identification (ID) card. In February 2006 the
number of ID card holders was 65%, July 2007. - about 80% of
adult recipients [43]. Electronic identification card is valid for all
Estonian recipients since January 1, 2002. It is used for remote
personal identification and electronic signature. Although there are
currently 1 million electronic ID cards only 70,000 users are active
users. This explains the relatively small number of people who voted
online. In addition, those who wanted to vote on the Internet must
be equipped by computer with Internet access, an ID card with a
certified certificate and PIN code, a card reader and serial software.

Fig. 2 represents online voting system in Estonia [44] which is
based on the "two-envelope" system, currently with a ballot. The
voter’s vote is encoded when sending it to the voting server. En-
coded vote can be kept in an anonymous inner envelope, as an anal-
ogy with written voting. Therefore, the voter signs in with an elec-
tronic signature. This means that person identification data is pre-
sented in the inner envelope. Then, before the counting the votes,
the encoded vote and the digital record with personal data are sepa-
rated. Electronic votes are then decoded and counted.

Internet voting in Estonia has been recognized as successful. The
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Fig. 2. Online voting system in Estonia.
Adapted according to Ref. [44].

OSCE/ODIHR report [45] states that the administration of the elec-
tions was transparent. It was stated that the Central Election Com-
mission of Estonia tried to minimize the risk and ensure safety.
However, the report notes that the scope of testing and auditing
could have been greater. There is a discussion about possible prob-
lems when the number of online voters increases. The report con-
tains recommendations on how to increase the security and reliabil-
ity of online voting. The conclusions of the report state that "as long
as the problematic aspects of online voting will not be effectively
resolved, the government should seriously reconsider this question:
should online voting be considered as a voting method, or should it
be used to a limited extent or not at all? Or may be refused?".

If such an election scheme would be transferred to Lithuania it
would be an important and positive arrangement. Usage of the on-
line election system in Lithuania will automatically avoid threats
related to fears about the secrecy of voting. Several opposite opin-
ions exist: voters who do not use the online election system will be
disadvantaged. When a situation arises, voters will obtain different
rights: those who vote online will be able to change their choice,
while those who only vote at the polling station will no longer be
able to do so. This could be considered a weighty argument for
politicians. However, let’s not forget that "online elections will be
relevant for each voter and only the choice of each voter, whether to
use technology or not, determines this emergence of advantage [21].

Principles of voting on the Internet. In Estonia, Riigikogu elec-
tion law intended for definition of online voting [46]. One of the
main features of online voting is that the voter votes himself, and in
the cases provided by law, the voter can change his vote.

Time interval. Voting can be done online for 7 days - from the
10th to the 4th until the election day. The possibility to correct the
voice on the Internet is realized for all e-voters. During the online
voting period, the voter can change his vote online - in this case, the
last online vote is counted.

The supremacy of ballot voting. What is happens if the person
previously voted online during the early voting period and then de-
cided to go to the polling station and votes again using the regional
ballot paper? According to e-voting rules, the vote cast online is
invalid. Therefore, a voter can no longer correct (change) his vote
online or using a paper ballot. On election day, votes cannot be
changed online.

Similarities between online voting and traditional voting. I-
voting is based on the provisions of election laws and basic election
rules. Thus, voting is uniform and secret, only voters can vote, each
person can cast only one vote. It must be impossible to check how
the voter voted. Voting is safe, reliable, and proof. Voters should be
able to cast their vote freely and without external pressure or influ-
ence.

Invitation to vote online for gifts to voters or other influence is

prohibited. Also, collective online voting events are prohibited (In-
ternet voting services, information centres, etc.). Such activities can
be considered a violation of electoral freedom. The voter votes in-
dependently on the Internet. The use of mobile phone card belong-
ing to another person for voting and corresponding transfer of card
passwords (PIN codes) to another person are prohibited. To avoid
security risks, only a known computer is used - either owned by the
voter or a person whom the voter trusts.

4.2. Electronic Elections in Switzerland
Development of Internet voting. In 2000, Swiss federal gov-
ernment has decided to adopt an Internet voting project, which it
supported with the argument that after adopting electronic voting,
Switzerland could play the role of a leader and to demonstrate to
other countries that the science of information technologies can
serve in the implementation of the elements of direct democracy
[57].

The main reasons for the adoption of online voting systems in
Switzerland were related to the increase in the success of elections
due to the significantly increasing number of elections and refer-
enda, decreasing voter turnout, successful voting through the postal
service and the positive influence of this voting method on voter
turnout. The implementation of online voting was also determined
by such factors as the high level of Internet penetration. 10% of
Swiss citizens are abroad, and only 2% of them register to vote. In
addition, the low level of voter turnout for people younger than 40
was recorded. Generally, public opinion data showed a high level of
idea popularity to vote using Internet [47].

In 2000, Swiss Confederation has developed a centralized gov-
ernment structure that allowed it to maintain control over the Inter-
net voting project. Federal government signed an agreement with
three cantons (Geneva, Zurich and Neuchâtel), which voluntarily
decided to acquire the Internet voting project. The federal govern-
ment agreed to finance 80% of project costs until 2005, and the can-
tons agreed to slow down the Internet voting system and make it
available free of charge to any of the remaining 23 cantons. Thus,
the Swiss confederation would retain the right to control the project
for an indefinite period.

In October 2011, 22 thousand Swiss expatriates had the opportu-
nity to vote online in the recent federal elections. After this elections
Swiss Confederation decided to grant the right to vote online to all
voters living abroad. Priority and opportunity to vote online was
guaranteed for voters from abroad are given [48].

Other arguments for the legalization of Internet voting are related
to the improvement of vote counting systems, the immediate inspec-
tion of damaged ballots, and the acceptability of such a voting me-
thod to some voters.

The right to vote online. Since February 2014 all Swiss citizens
living abroad have the right to vote online. The only requirement
is to register for voting in those cantons that provides online vot-
ing. Such a right is guaranteed to voters from states belonging to
the European Union and countries that have signed the Wassenaar
Agreement. States ratifying the Wassenaar Agreement agree not to
punish individuals for the use and use of both (civilian and military)
devices and technologies. Cryptographic programs partly fall into
the category of these two distinct tools and technologies. Thus, the
Swiss government wants to protect its citizens from possible legal
responsibility for the use of such programs in countries that have
not signed the Wassenaar Agreement, thus limiting the possibility
of on the Internet. The federal law allows foreign voters to vote in
federal elections and referenda. The canton of Geneva granted such
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voters role rights in the cantonal legislature. For foreign voters to be
included in the voter lists, they must register their place of residence
at the Swiss consular office and renew this registration every four
years [48].

Some voters living in Switzerland also can vote online in the can-
tons of Geneva and Neuchâtel. Other cantons implementing pilot
projects for online voting are targeting voters from abroad. The
long-term goal is to provide the possibility of online voting to all
Swiss voters in the future. The Swiss Confederation (federal gov-
ernment) has set limits for each canton using Internet voting - no
more than 30%. Voters in every canton that uses Internet voting can
vote online. To avoid the above-mentioned arbitrariness, the gov-
ernment of the canton of Geneva has selected 15 municipalities, in
which there is about a third of the voters of the entire canton. In
these municipalities, all citizens can vote online without prior regis-
tration. Swiss voters abroad are not included in the 30% of voters. In
addition, 30% of voter’s registration does not apply to cantonal and
self-governing elections or referenda. In 2020, 13 cantons offer on-
line voting to voters: the cantons of Geneva, Neuchâtel and Zurich
use their own online voting systems, and the remaining 10 cantons
use one of the following the online voting system of these three can-
tons [48].

Internet voting system. After completing the so-called elec-
tronic ballot box removal procedure, the Geneva canton’s online vot-
ing site is now open to the public. Then, the voter uses the Internet
browser to connect to the Internet site [49] and edit the voting pro-
cedure. To activate the voting procedure, the voter enters his voting
card number from identification field on the website and consults
with the current legal information (prominent response for electoral
laws, etc). In the next step, the voter fills in the electronic ballot,
verifies the choices made in the ballot and enters secret data (pass-
word, date of birth and municipality of origin) in the authentication
form. After completing these actions, the voter will be redirected
to the confirmation page, which provides confirmation information
about the successful saving of the cast vote in the electronic ballot
box [48].

A single use voting card, necessary for every online vote, is sent
to the voter by post. The voting card contains a unique voting card
number that identifies the voter in the election system, regardless of
the way he votes. The voting card number is used to identify the
user to confirm his connection to the voting network. Voting card
number represents the confidential information, and all transfers in
any form must be provided in encrypted format [48].

Online voting ends at noon on Saturday, i.e. u. one day before
the election day when voting starts at the polling station. The possi-
bility of revoting via the Internet voting system of Geneva does not
provide for the possibility of revoting via the Internet and other ways
(in writing or on election day at the polling station). In the Geneva
electoral system, there is unique list of voters for all three voting
methods (online, through post-office and in the polling station), and
due to that, no possibility to vote more than once.

In I-voting, voters are required to enter their municipality of ori-
gin and date of birth. These data are not available in public reg-
isters. The identity of origin is also indicated on the identity card
and passport of a Swiss citizen. Also, the election organizing ser-
vice (Service des votations et elections, SVE) organizes a telephone
survey for 4000-8000 of voters who voted to make sure that the vot-
ers voted freely [48]. In case of voters activity 50%, the volume of
respondents is 4-8%) .

In summary, the Internet voting system in Switzerland due to the

voter identification mechanism would not be suitable for the case of
Lithuania, as it would facilitate the possibility of reducing the speed
of voting and voting for other persons. It would only be enough to
know the date of birth of other voters, the municipality of origin and
verify the voter card of another person. In addition, in Switzerland,
there is no possibility to re-vote either online or in a traditional way.

Conclusions
The theoretical analysis of the development and application of cyber
security management tools for electronic elections showed follow-
ing statements.
1. Electronic elections shall be defined as any type of voting in
which electronic means are involved. In the context of e-voting, it is
important to distinguish between voting using electronic machines
and electronic remote voting: Internet voting and electronic voting.
2. Any electronic voting system consists of six basic elements,
which are known as traditional voting systems: voter registration,
authentication, voting, vote control, calculation of events, audit.
3. For electronic voting systems to be attractive, they must acquire
the following essential and undoubtedly important characteristics:
universality and universal participation, freedom of choice, love, se-
crecy, immediacy, democracy. Models of electronic elections can
be: one-phase model, two-phase and n-phase model.
4. Main causes of potential internal threats represent users of e-
voting systems: legal users as e-voters, administrators of e-voting
systems, civil servants who have access to e-voting systems.
5. The following groups of potential external threats are dis-
tinguished: individual hackers, criminal organizations, groups of
protesting persons, foreign intelligence services, terrorist organiza-
tions.
Case analysis of the application of cyber security management
tools and technologies in electronic elections showed following out-
comes. Due to the best benefits of electronic voting, three different
groups of countries can be distinguished:
a) main group of countries rely on the traditional "ballot" voting sys-
tem, without any politicians considering electronic voting;
b) countries which has introduced electronic voting machines, but
they do not have any plans to introduce remote electronic voting
throughout the country;
c) Sweden, Canada, France, and Estonia have already introduced
remote electronic voting throughout the country.
Lithuania has good opportunities to support Internet election re-
search from other countries, to carry out continuous public educa-
tion, to apply the latest security measures. There is a not negligible
but slight threat, that public distrust of the state and its institutions
may increase in case of cyber attack disrupts electronic voting sys-
tem and damages the choices of voters.
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Introduction

In variuos fiels of industries, Artificial Intelligence (AI) and Ma-
chine Learning (ML) have a wide range of applications. In manu-
facturing to reduce downtime, and to enhance overall operational
efficiency, AI could be applied for quality control, supply chain op-
timization, and process automation [1-2]. For development of self-
driving cars and drones several complex operations such as real-time
decision-making, navigation, and object detection, image recogni-
tion could be realized using AI only [3-4]. In social plane, to create
communication between humans and computers, the Natural Lan-
guage Processing (NLP) as subfield of AI must be implemented for
speech recognition, language translation, chatbots etc [4-5]. In eco-
nomic plane, performance in forecasting stock indices and future
predictions could be applied using different types of networks in re-
lation to Multilayer Perceptron (MLP) model [6].

In education, personalized learning and recomendations of edu-
cational content could be realized due to AI and ML technologies
[7-8]. Possibility to create an individual learning style adapted to
human represents an effective realization of one of the greatest edu-
cational issue of XX century [9].

In AI and ML, Artificial Neural Networks (ANNs) represent main
realization of predictions in decision making processes. Accord-
ing to neuron networks in biological systems, nonlinear reswitching
function of neuron was implemented in perceptrons which represent
an operation unit in ANNs [10]. Behaviours presented below deter-
mine the essence of ANNs: a) learning from data and continuous
improvement; b) fault tolerance; c) non-linearity; d) adaptability.

Big amount of real data is too complex for direct analysis using
formula representations. After tranditional modelling, some conclu-
sions could be questioned due to locality of solutions and impossi-
bility to join several fields of data. Usage of ANN allows to learn
the complex patterns and relationships from large weak correlated
data sets of different type [11]. In many fiels of human develop-
ment, amount of data increases continuously. Due to that, previously
created and trained ANN can be further trained and fine-tuned to im-
prove their prediction again and again. Basheera et al [12] accented
that attractiveness of ANNs comes from their remarkable informa-
tion processing characteristics pertinent mainly to high parallelism,
noise tolerance, and learning capabilities. This adaptability allows
them to evolve and stay relevant over time [13].

Fault and noise tolerance represents critical problem in informa-

tion science, which must be solved using individual approach. For
ANNs, predictions using well trained networks are not sensitive to
missing of portion of data or network damaging due to network fa-
cilities. In many cases, ANNs often exhibit fault tolerance [14].

Non-linear data are obtained from big number of processes re-
lated to the real-world problems. Traditional linear models in eco-
nomics cannot be sufficient for representation of such complexities.
In that case, non-linear data relationships could be succesfully anal-
ysed using ANNs [15-17]. Jaiswal et al [15] claims that stock price
does not follow any deterministic regulatory function, factor or cir-
cumstances rather than many considerations such as economy and
finance etc.

Adaptability of ANN to complex parameters is well known due
to network possibility to generalize new, unknown data of different
type [18]. Classifications of current changes in inputs and follow-
ing predictions allow adjusting their internal parameters during the
learning process. ANNs represent non-linear, data-drive, and self-
adaptive methods that do not require specific assumptions about the
underlying model [6]. Methods for knowledge initialization, know-
ledge refinement and knowledge extraction [19] represent several se-
cial constraints of ANN imposed by nonmonotonicity (ANNN).

Generally, ANNs are necessary because learning from current
weak correlated data allows us to create novel models containing
complex relationships, and adapt such models to new information.

This work is devoted to review the most typical implementations
of ANN, essential differences in ANN architecture to describe main
operational principles, the problems in the learning processes, and
fields, where predictions are welcome.

1. Artificial Neural Network: architecture
All artificial neural networks ANNs are based on the concept of neu-
rons, connections, and transfer functions. According to Kohli [20],
ANN is an attempt to simulate the brain activity. Simulated ANN as
very simplified brain could be used for solving some mathematical
tasks according to operational principles inherited from biological
neurons in synapses. As presented in biology, real tasks such as
pattern recognition or data classification could be partially of fully
solved after corresponding learning process. Learning in biologi-
cal systems involves adjustments or readjustments to the synaptic
connections that exist between the neurons.
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a) single hidden layer; b) multiple hidden layers, S>1.

Fig. 1. Feedforward neural networks (FNNs).
Hidden layer (red): number of perceptrons Q,
input layer (yellow): number of units P ,
output layer (green): number of units R.

Wang [4] presented several models and algorithms of ANNs and
analyses of the main ideas. Complete taxonomy of two main
groups such as feed-forward neural networks (FNNs) and recur-
rent/feedback neural networks (RNNs) was described by Jain et al
[14]. Due to the link pattern, two categories of ANNs occur: a)
FNNs, where graphs have no loops; b) RNNs where loops in graphs
occur because of feedback links. Gómez-Ramos et al [6] expanded
previous classification up to four groups of networks used as fore-
casting tools: 1) feed-forward neural networks (FNNs), like the
Multi-Layer Perceptron (MLP), 2) recurrent/feedback neural net-
works (RNNs), 3) modular networks (MN), and 4) support vector
machine (SVM).

Feedforward Neural Networks. FNNs, also known as MLPs,
form the foundation of many deep learning models. Layers of in-
terconnected nodes represent an feedforward network. Term feed-
forward represents information flow in one direction from the input
layer through hidden layers to the output layer:

input → hidden → output. (1)

Fig. 1 represents schemes of FNNs in two realizations: a) single
hidden layer; b) multiple hidden layers, S>1. Input layer and output
layer consist of input ports, so called units, where number of units
is equal to P and R respectively. Hidden layer (or layers) consist of
certain number of perceptrons Q, and Q>P . This condition must
be realised according to the needs of tasks and could be treated as
non-mandatory condition.

Walczak et al [11] presented the problem of perceptron’s quantity
in hidden layer. Walczak described several empirical heuristical ap-
proaches used before in different projects.
Let us consider Nh as number of hidden nodes for an ANN, Nin and
Nout are numbers of units in input and output layers respectively.
Three intuitive rules for establishing the number of perceptrons in
the hidden layer are presented below.

Nh = 3
4 · Nin (2)

Nh = 1
2 · (Nin + Nout) (3)

Nh = 2 · Nin + 1 (4)

To calculate the required number of perceptrons in the hidden layer,
Bekešienė et al [21] presented several formulas that are variations of
Eq.(47).

Perceptrons as artificial neurons in each layer perform a weighted
sum of their inputs, followed by the application of an activation
function. The weighted sum is computed using values represent-
ing the properties of link between percetrons. In hidden layer, each
link has an associated value, which could be (or must be) changed
during the training process. These values or weights determine the
strength of influence between perceptrons.

Traditional FNNs have no memory of previous inputs and the
fixed architecture. Three characteristics are important for defining
the ANN [22]: a) number of hidden layers and number of nodes in
each layer; b) mechanism of learning which is responsible for up-
dating the weights of links; c) activation function used in various
layers.

For FNNs, condition of stationarity assumption must be realized.
FNNs assume that the underlying statistical properties of the input
data do not change over time. For tasks involving non-stationary
data FNNs are not suitable.

Ability to approximate any continuous function in the framework
of certain conditions is one of the most important fundamental prop-
erties of FNNs, known as the Universal Approximation Theorem
[23].

However, it is shown that the FNNs has important delimitations
in network architecture: fixed input size; limited handling of time
series data; sensitivity of hyperparameter.

For FNNs, a fixed number of features as input must be presented.
Due to restrictions of architecture, size of input for training and
for predictions must be the same. Convolutional Neural Networks
(CNNs) are better suited for tasks involving image data, where the
input size can vary.

For FNNs, limited handling of time series data is the serious
problem. FNNs are not adapted for processing of the time series
data or text item data. Long Short-Term Memory networks (LSTMs)
and Recurrent Neural Networks (RNNs) are more adapted for tasks
involving time series data.

Architecture of ANN could be described using following state-
ments [24]. A set of operating interconected elements (perceptrons
or nodes) represents an directed graph. Let us consider a set of input
units xi, i=1, 2, . . ., m, and a set of output units yj , j=1, 2, . . ., n.
Each node j performs a transfer function fj of the form

yj = fj

( m∑
i=0

wjixi − Θj

)
. (5)

Connection weight between nodes i and j is denoted as wji, and
threshold (or bias) of the node is denoted as Θj . Transfer function
fj is nonlinear, such as a heaviside, sigmoid, or Gaussian function.

For FNNs, sensitivity of hyperparameter exists in certain inter-
val. Some adjusted parameters such as number of layers, number
of perceptrons per layer, learning rate can be sensitive to the choice
of presented set. Finding of the optimal set can be established after
multiple simulations of learning procedure and prediction events.

Recurrent Neural Networks. RNNs are a part of ANNs de-
signed for processing the sequential data. In a RNNs, at least one
feedback connection must be present. The Hopfield model and the
Boltzmann machine are two examples of RNNs. Dynamic and flex-
ible structure of RNNs allows to handle sequences by maintaining a
form of memory. Fig. 2 represents the schema of Recurrent Neural
Network (RNN) where backpropagation in hidden layers was real-
ized two times.
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Fig. 2. Recurrent Neural Networks (RNNs).
Multiple hidden layers, S>1 (red): number of perceptrons Q,
input layer (yellow): number of units P ,
output layer (green): number of units R.

Main behaviour of RNNs could be formulated as follows: hid-
den states for memory; special parameter sharing; flexibility for
variable-length sequences [25-26].

The hidden state of the RNNs could be used as an internal mem-
ory for storage of information from previous steps. This hidden state
is updated at each time step based on the current input and the pre-
vious hidden state. This realization allows the network to maintain
context that evolves as the sequence progresses.

For RNNs, special parameter sharing is realized. RNNs use the
same set of weights and biases across all time steps, enabling them
to share parameters and learn to generalize patterns in sequences.
This parameter sharing is a key aspect that allows RNNs to handle
sequences of varying lengths.

Ability to process sequences of variable lengths represents the
strengths of RNNs. RNNs can adapt to different lengths by dynam-
ically updating their hidden states through time.

Limitations of RNNs could be formulated as the difficulty in cap-
turing of long-term dependencies. However, advanced architectures
like Long Short-Term Memory (LSTM) [27] and Gated Recurrent
Unit (GRU) [28] can improve the modeling of longer-range depen-
dencies in sequential data.

Modular Neural Networks. MNNs involve structuring the neu-
ral network architecture into modular components which serve a
specific function. To create more complex network architecture
these modules can be combined into traditional leyered structures.
This design allows improving the interpretability, generalization,
and efficiency of neural networks [29].

Main behaviour of RNNs could be formulated as follow: pres-
ence of domain-specific modules; high level of scalability and
adaptability; interchangeable components; robustness and fault tol-
erance.

Depending on the specification of tasks, modular networks can
be enriched by domain-specific modules (specialized modules) de-
signed to handle particular types of data.

Due to modularity, high level of scalability and adaptable archi-
tecture is present. Networks can be scaled up by adding more mod-
ules, and modifications can be made by replacing or tweaking spe-
cific modules.

In modular networks, the individual modules are designed to be
interchangeable. Due to replacing or relinking of different modules,
various temporary configurations of entire network could be simu-

lated when without redesigning the total network. This feature is
very important for testing purposes [30].

The robustness and fault tolerance of neural networks could be
essentialy enhanced due to presence of modularity. In case of fail-
ing of specific module, it can be adjusted without affecting the entire
system. This makes modular networks more resilient to changes and
uncertainties.

Variations of ANNs such as Artificial Nonmonotonic Neural Net-
works (ANNNs) are presented by Boutsinas et al [19]. ANNNs are
a kind of hybrid learning systems that provide explanation to the
trained neural networks for following goals: a) acquiring symbolic
knowledge about a domain, b) improving that knowledge using a set
of classifications examples, c) extracting comprehensible symbolic
information.

2. Perceptron
Perceptrons are the building blocks of ANNs, and they serve as the
fundamental unit for information processing. The essence of a per-
ceptron lies in its simplicity and its ability to make binary decisions
based on weighted inputs. A perceptron takes multiple binary in-
puts (0;1) and produces a single binary output. Each input is associ-
ated with a weight that represents the importance of that input. The
perceptron computes a weighted sum of its inputs, and this sum is
passed through an activation function. The most common activa-
tion function for a perceptron is a step function, where the output is
1 if the weighted sum is above a certain threshold and 0 otherwise.
Learning rules for perceptrons adjust the weights based on errors in
classification. The perceptron learning algorithm helps the percep-
tron learn the optimal weights to improve its performance on a given
task.

Two types of perceptrons are significant for ANN: single-layer
perceptron (SLP) and multi-layer perceptron (MLP). SLP consists
of only one layer of perceptrons. For linearly separable patterns, an
effective SLP learning procedure allows solving the simple not com-
plicated tasks (predictions with high probability). MLPs consist of
several hidden layers of perceptrons. Presence of multiple hidden
layers allows MLPs to learn complex, non-linear patterns. Modern
neural networks are constructed using MLPs. However, Gómez-
Ramos et al [6] showed that the MLP has important delimitations in
initialization weights.

Transfer function fj is nonlinear, such as a heaviside, sigmoid,
or Gaussian function. Heaviside step function (unit step function)
usually denoted by H is a function, the value of which is zero for
negative arguments and one for positive arguments:

H(x) =

{
1, x ≥ 0,

0, x < 0.
(6)

Characteristic S-shaped curve or sigmoid curve could be generated
using logistic function σ(x)

σ(x) = 1
1 + e−x

= ex

1 + ex
= 1 − σ(−x) (7)

or hyperbolic tangent (shifted and scaled version of the logistic func-
tion)

f(x) = tanh x = ex − e−x

ex + e−x
. (8)

Activation functions introduce non-linearities to the model, allow-
ing it to capture complex relationships in the data. Common acti-
vation functions include sigmoid, hyperbolic tangent, and rectified
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linear unit (ReLU) [40]:

f(x) = max(0, x) = x + |x|
2 =

{
x, if x > 0,

0 otherwise.
(9)

Complete classification of activation functions was described by
Jain et al [13]. Nejad [12] presented expanded list of common acti-
cation functions such as exponential, hyperbolic, sine, softmax..

3. Learning procedure
The operation of ANNs is divided into two stages: learning (train-
ing) and generalization (prediction, recalling). The training of the
network should be done using prepared examples such as a set of in-
put parameters and a set of output parameters associated with multi-
ple events. After learning procedure provided using selected learn-
ing algorithm, network parameters are adapted. Network is ready
for predictions.

In ANNs, learning procedure represents modification and adjust-
ments of the weights of links between the nodes of a graph. Learn-
ing in ANN can be classified into three categories: supervised learn-
ing, unsupervised learning, and reinforcement learning.

Feedforward neural networks (FNNs) are trained using super-
vised learning, where the model is provided with input-output pairs,
and the weights are adjusted iteratively to minimize the difference
between predicted and actual outputs. Wang [4] accented impor-
tance of training improvement because ANN will get better results
with the progress of training. The backpropagation (BP) algorithm
is commonly used for training. It calculates the gradient of the error
with respect to the weights and adjusts the weights to minimize the
error. Basheera et al [12] presented related learning rules with spe-
cial emphasis on BP of ANNs. Perceptron learning algorithms were
described by Jain et al [14].

Two big learning problems exist: large amounts of data and over-
fitting in training. Tasks of FNNs often require a large amount of la-
beled data to generalize well. Training deep FNNs on small datasets
can lead to overfitting, where the model performs well on the train-
ing data but poorly on unseen data. Deep FNNs with many pa-
rameters can be overfitted, especially when the training data set is
limited. Adjustment techniques such as dropout or weight decay are
commonly used to partial solution of this problem [31].

Limitations of learning procedure for FNNs are the following:
limited interpretability and computational intensity. Understanding
the decision-making process of FNNs can be complex and trivial.
For deep neural networks, including FNNs, realisation is presented
in form of black box. It is difficult to understand why a particular
prediction was made, restrict their application to areas where in-
terpretability is critical. Training procedure of deep FNNs can be
computationally intensive, requiring large resources both process-
ing time and computing power. If resources are incomplete this can
be a serious limitation for applications.

Training of RNNs involves a variation of the backpropagation al-
gorithm titled as Backpropagation Through Time (BPTT) [32-33].
BPTT is used to update the network’s parameters by considering
the unfolding of the network over time, effectively treating the se-
quence as an unfolded computational graph. For RNNs, training
procedure could be to slow down due to vanishing and exploding
gradient problems. These problems arise when the gradients be-
come too small, resulting in slow learning or ineffective updates
(disappearing), or too large causing digital instability (explosion).
Werbos [32] reviewed BPTT method for pattern recognition and
fault diagnosis. For speech recognition and understanding, Ismail

[33] proposed a new type of RRN, which contains each output unit
connected to itself and is also fully connected other output devices
and all hidden units. This modification of RRN was used in parallel
with BPTT was assessed as promising.

The basic equations for backpropagation through time, and appli-
cations to areas like pattern recognition involving dynamic systems,
systems identification, and control are discussed. Further extensions
of this method, to deal with systems other than neural networks, sys-
tems involving simultaneous equations, or true recurrent networks,
and other practical issues arising with the method are described.
Pseudocode is provided to clarify the algorithms. The chain rule for
ordered derivatives-the theorem which underlies backpropagation-
is briefly discussed. The focus is on designing a simpler version
of backpropagation which can be translated into computer code and
applied directly by neutral network users

For MNNs, improved training and transfer learning could be or-
ganised in modular networks in comparison to others. Training of
this type allows to reuse these modules in different contexts or com-
bine them for transfer learning. This is especially useful when work-
ing on related tasks.

Farizawani et al [34] described the Conjugate Gradient (CG)
technique as one of the most popular optimization practices used
in ANN. Nowadays, CG technique allows improving the learning
algorithm.

Training strategy sometimes could be titled asnon adequite. Wal-
czak et al [11] describes the problem of ANN architecture when
exact or approximate number of hidden units is required to model
The approach consists of three steps.
1. Initially create a architecture of ANN with a very small or very
large number of hidden units.
2. Train the network for some predetermined number of epochs.
3. Evaluate the error of the output nodes.

Singh et al [35] analyses the behaviour of training data. Longer
time series of training samples will contain more events of different
types, and hence, the generalization ability of the ANN will im-
prove. However, for long time series, if considerable repetition of
the same type of information is present, the ANN may not become
“wiser”, and one may be just wasting computational effort and time.

4. Predictions using ANNs
Basheera et al [12] represents history of the evolution of neurocom-
puting and its relation to the field of neurobiology.

Finance. Nejad [13] presented applications of ANNS by follow-
ing categories: prediction, classification, data associacion, data con-
ceptualization, data filtering. Jaiswal et al [15] used backpropaga-
tion neural network for predicting future prices by modifying these
techniques as per requirements.

Classification. Nejad [12] emphasized pattern recognition as the
main application areas of biological and artificial neural networks.
Petridis et al [36] presented an recursive classifier of Incremental
Credit Assignment (ICRA) type appropriate for online time series
classifications.

Natural language processing. Feedforward neural networks
(FNNs) are versatile and applied in various domains, including im-
age and speech recognition, natural language processing [5], and
regression tasks. For convolutional neural networks (CNNs) and re-
current neural networks (RNNs), FNNs are the building blocks for
more complex architectures. RNNs find applications in tasks involv-
ing natural language processing (NLP), time series analysis, speech
recognition, and other sequential data problems [4].
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Education. Usage of ANN for educational purposes [37] shows
several advantages over human teachers. ANN based education is
more attractive for online learning. AI system dedicated person-
ally allows adapting the teaching speed and satisfaction of individual
needs (in context of subject). Scalability looks as the first prerog-
ative. Availability at any time and any place looks as the second
prerogative.

When learning a foreign language, language practice is very im-
portant. Speaking a foreign language with a robot can be more con-
venient for the beginning speaker. Implementing AI in education
systems reduces the student’s shame of the initial speach failure.

Autonomious education agents work best on constrained topics
like math and programming where good or satisfied answers can be
easily identified. Such agents will not be able to appreciate beauty
poem or rate the novelty.

Industry. Bakas et al [38] presented the study which explores
the use of ANNs on a heat transfer application. Yildirim et al
[17] presented the study which compares non-linear regression and
ANN models in predicting 10 yarn properties shaped by the influ-
ence of winding speed, quenching air temperature and/or quenching
air speed during production. A multilayer perceptron ANN model
was created by training 81 patterns using the Broyden-Fletcher-
Goldfarb-Shanno (BFGS) algorithm described in Ref. [39]. The
hyperbolic tangent, or tanh, activation function and logistic activa-
tion functions were used for the hidden and output layers respec-
tively. ANN simultaneously predicted all of the 10 final properties
of a yarn: tensile strength, tensile strain, draw force, crystallinity
ratio, dye uptake based on the colour strengths, brightness, boiling
shrinkage and yarn evenness, ANN predictions are more accurately
than the non-linear regression model. Ali [39] described the BFGS
method for large-scale optimization problems. More et al [15] pre-
sented ANN techniques to optimise and forecast mine water treat-
ment plant parameters.

Biology, medicine. Basheera et al [12] described several prac-
tical application, where ANNs were used to model the microbial
growth curves. The developed model was reasonably accurate in
simulating both training and test time-dependent growth curves as
affected by temperature and pH. Yacine et al [18] described a novel
ANN approach based on an Adaptive Riemannian Kernel (ARK-
ANN), to classify Electroencephalographic (EEG) motor imaging
signals in the context of Brain Computer Interface (BCI). A multi-
layer perceptron is used to classify the covariance matrices of Mo-
tor Imagery (MI) signals employing an adaptive optimization of the
testing set. Increasing of precision by 8.2% in comparison to the
SVM based method was fixed.

OCR, vision. Possible solutions of complicated tasks related to
the Optical character recognition (OCR) were described by Jain et al

[14]. In 1969, Fukushima [40] described the pioneering realization
of visual feature extracting network for handwritten character recog-
nition. The design of the network was suggested by visual systems
of cat. The network is composed of analog threshold elements con-
nected in layers. Each analog threshold element receives inputs from
a large number of elements in the neighboring layers and performs
its own special functions. This successfully implemented method
of information processing based on biological analogues inspired
further constructions of complex systems.

Conclusions
1. Artificial Neural Networks (ANN) currently implementing

Feedforward Neural Network (FNN) and Recurrent Neural
Network (RNN) are very useful for applied tasks related to
OCR, speech recognition, classification, stock market predic-
tion, etc. This versatility is achieved due to FNN’s ability
to approximate any continuous function under certain condi-
tions.

2. ANN learning procedure was demonstrated using several cuts:
problems related to ANN architecture and perceptron dynam-
ics, interpretation problems of overfitting and possible me-
thods to improve this situation.

3. The advantages of prediction using ANNs have been demon-
strated in several popular fields such as adaptive educology,
classification in medicine and biology, industry, etc.
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Introduction
Recurrent sequences can be important in various fields of physics,
chemistry, engineering, and informatics in the context of modeling
of periodic or oscillatory behavior which orccur at visualization of
reaction or engine cycle, cipher/key generation, big data maintening
etc.
Trigonometric functions (sine and cosine) naturally represent an
oscillatory behavior (vibrations, waves, etc) with periodic compo-
nents. Phenomenon of recurrence allows describing the evolution
of complex systems in several dynamical regimes where the charac-
teristic regime parameters repeat or oscillate over time [1, 2]. This is
particularly relevant in audio processing, where signals often exhibit
the repeating patterns.
Recurrent sequences with trigonometric functions can arise in solu-
tions to certain differential equations. These equations may model
physical phenomena where both recurrence and periodicity play a
significant role [3, 4].
Typical tasks of BigData requires the analysis of data collections,
where data sampling was provided over time. Usage of recurrent
functions with trigonometric terms can help capture patterns and
trends that repeat at regular/pseudoregular intervals [5, 6].
Usage of recurrent sequencies with trigonometric terms in Artifi-
cial Neural Network and Machine Learning could be estimated as
the novel implementation of processing of the data sequences [6-
9]. Trigonometric functions can be incorporated into the activation
functions or hidden states of Artificial Neural Networks to represent
the time-domain or temporal dependencies with periodic character-
istics.
Analysis technique is known [10-12]: Finite State Diagram, Bifur-
cation diagram, distribution of index of Lyapunov exponent, Cob-
Web plot for different composites of function F (x): F 2(x), F 3(x),
F 4(x). This solution pathway was shown for classical Verhulst
equation F (x) = r · x · (1 – x) presented in Refs. [10, 11] as stan-
dard manipulation in analytical form using polinomial behaviour.
Unfortunately, for recurrent trigonometric functions, possibility to
express the composites of high order F 2, F 3, F 4 could be realized
in approximate form only.
This work is devoted to understanding the specific context in
which recurrent sequences generated by the trigonometric functions
F (x) = r· x· cos x could be replaced with corresponding poly-
nomial function Φ(x) = r · x · (1 – x2) Depending on the field

and application, these functions can provide accurate and efficient
dynamical representations of real-world phenomena with periodic
behavior.

1. Literature review
Recurrent relations. Recurrent relation expresses the relationship
between the terms of a sequence, when the previous term prede-
terms the behaviour of the current. Usage of the mentioned recur-
sive technique is popular due to simplicity to control the genera-
tion. Dosly et al [13] presented so called trigonometric transforma-
tion technique for recurrence relations. Brooke et al [14] described
several forms of second-order linear Recurrent relation, which sati-
fies the requested features: jump from a sequence with period k to
second-order linear Recurrent relation. In that case, three distinct
non-trivial periods will be generated. Farris et al [15] proved, that
for certain families of functions f and g, a sequence generated by a
recurrent relation

an+1 = f(n) · an + g(n) · an−1 (10)

is Benford for all initial values. Importance of Benford law [16] is
well known. It describes a natural phenomenon from many real-
world datasets. It reflects a pattern that emerges in naturally oc-
curring numerical data, such as physical constants, parameters of
biological systems, etc. By analysing this distribution, it is possible
to distinguish between sequences related to the naturally occuring
system and formula-generated data.
Indicators of chaos. Generally, pure chaotic manner of recurrent
relation could be established from natural processes only [16]. As
mathematical models, the Lorenz system, the Henon map as well
as logistic map are well known [17]. Each of these models has
its own set of equations. Andrianov et al [17] use various vari-
ants of Verhulst-like ordinary differential equations and ordinary
difference equations. Several examples of deterministic discretiza-
tion and chaotic continualization (procedure is based on Padé ap-
proximants) are analysed. Characteristic parameters of chaotic dy-
namical systems as the Lyapunov exponents and the Lyapunov di-
mensions were presented and discussed.
Gutierrez et al [18] analyzed Verhulst logistic equation and a cou-
ple of forms of the corresponding logistic maps. In particular, they
presented the map

xn+1 − xn = r · xn · (1 − xn+1) (11)
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or in usual form:

xn+1 = (1 + r)xn

1 + r · xn
= 1 − 1 − xn

1 + r · xn
(12)

which is identical to the logistic equation from the standpoint of the
general Riccati solution.

Ragulskis et al [19] presented the concept of the Hankel rank of a
solution of the discrete nonlinear dynamical system. Computation
of ranks of subsequences of solutions helps to identify and assess
the sensitivity of the system to initial conditions: stability or con-
vergence properties.

Hikihara et al [20] presented explicit historical review of the sys-
tems of deterministic chaos. They claim that unpredictability is due
to sensitive dependence on initial conditions caused by rapid diver-
gence of neighbouring solutions. This property is quite common in
nonlinear differential equations with three or more variables, invert-
ible maps in two or more dimensions, and all non-invertible maps.
Chaotic dynamics is locally expansive in one or more directions in
phase space and contractive in the remaining dimensions. Only in
the last 50 years, the significant applications are presented for in-
vestigation in the biological and life sciences. Analytical, geometri-
cal, and computational methods have been developed to detect and
characterize chaotic sets, and experiments have confirmed that they
appear in a variety of real systems.

Ditto et al [21] presented description if investigations in chaotic sys-
tem, in particular, problems of Artificial Intelligence, such as Arti-
ficial Neural Network, fuzzy logic, and genetic algorithms can be
employed together with chaotic systems (e.g., neural networks and
chaos, or neural networks and fuzzy logic and chaos.) Components
of hybrid systems complement each other creating new approaches
to solve problems.

Nosrati et al [22] investigated the biological systems in the real
world using the singular system theory and fractional calculus.
Some fractional-order singular biological systems are established,
and some qualitative analyses of proposed models are performed. It
was established that presence of fractional order changes the stabil-
ity of the solutions and enriches the dynamics of system. In compar-
ison to standard model, fractional-order singular biological systems
exhibit instability phenomena (in term of bifurcation).

Generally, classic chaos-detection tools are highly sensitive to meas-
urement noise. Toker et al [23] presented novel tool which combine
several classical tools into an automated processing pipeline, and
show that this pipeline can detect the presence (or absence) of chaos
in noisy recordings, even for difficult cases.

Fehrle et al [24] presented polynomial chaos expansion method for
series expansion of uncertain model inputs. Suitability of polyno-
mial chaos expansion for computational economics is discussed.

Cryptography. Recurrent relations are important in cryptographic
applications because the generation of pseudorandom numbers play
a crucial role in cryptographic protocols and algorithms. Estima-
tion of sequence quality of pseudorandom numbers [25] must be
done due to security restrictions. Alawida et al [26] presented a hy-
brid chaotic which uses cascade and combination methods as a non-
linear chaotification function. Analysis shows that enhanced maps
have a larger chaotic range, low correlation, uniform data distribu-
tion and better chaotic properties. Several simple pseudorandom
number generators are designed based on a classical map and its
enhanced variant.

2. Sequence generated by power function
We would like to study the properties of sequence

xt+1 = F (xt), t = 0, 1, 2, . . . , (13)

where
F (x) = r · x · cos x (14)

for different values of parameter r. Anticipating the difficulties
awaiting us, let us start with the approximation of the function cos x
using MacLaurin series. The explicit form the Maclaurin series of a
function cos x is presented below:

cos x =
∞∑

n=0

(−1)n

(2n)! x2n = 1 − x2

2 + x4

24 − x6

720 + . . . . (15)

The Maclaurin series is used to create a polynomial function

cos x ≈ 1 − x2

2 . (16)

Using polynomial function G(x)

G(x) = r · x ·
(

1 − x2

2

)
(17)

we generate the sequence

xt+1 = r · xt ·
(

1 − x2
t

2

)
, t = 0, 1, 2, . . . . (18)

Transforming Eq.(18)

xt+1√
2

= r · xt√
2

·
(

1 −
(

xt√
2

)2)
(19)

and using the substitution
xt√

2
→ xt (20)

leads us to the sequence

xt+1 = r · xt · (1 − x2
t ), (21)

or
xt+1 = Φ(xt), (22)

where
Φ(x) = r · x · (1 − x2). (23)

The function Φ(x) reaches the maximum value 2r

3
√

3 on the segment
[–1,1] at the point x= 1√

3 and the minimum value – 2r

3
√

3 on the seg-
ment [–1,1] at the point x=– 1√

3 . So function Φ(x):[–1,1]→[–1,1]
if ∣∣∣ 2r

3
√

3

∣∣∣ ≤ 1. (24)

This fact imposes restriction on r:

r ∈
[

− 3
√

3
2 ,

3
√

3
2

]
,

3
√

3
2 ≈ 2.598 < 2.6. (25)

3. Fixed point attractors
We know [10,12] that if we want to find fixed point attractor of the
sequence xt+1=Φ(xt) then we have to solve the equation x=Φ(x).
The function Φ(x) has to be a contracting map in a closed interval
and absolute value of the derivative of function Φ(x) calculated at
the solution of equation x = Φ(x) have to be less then 1.
We find the fixed points of function Φ(x) by solving the equation

x = r · x · (1 − x2). (26)
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This equation has three solutions:

x = 0, x = ±
√

r − 1
r

. (27)

Now we calculate the derivative of Φ(x):

dΦ(x)
dx

= r · (1 − 3x2). (28)

At point x=0 ∣∣∣∣∣dΦ
dx

∣∣∣
x=0

∣∣∣∣∣ = |r|. (29)

If |r|<1 then point x=0 must be titled as fixed point attractor.
Another two solutions of equation x=Φ(x) are x=±

√
r−1

r
.∣∣∣∣∣dΦ

dx

∣∣∣
x=±

√
r−1

r

∣∣∣∣∣ =
∣∣∣r ·

(
1 − 3r − 1

r

)∣∣∣ =
∣∣∣3 − 2r

∣∣∣, (30)

|3 − 2r| < 1 ⇔ 1 < r < 2. (31)

It means that points

x = ±
√

r − 1
r

(32)

are the fixed point attractors for 1<r<2. Note if r=1.5 then

x = ±
√

r − 1
r

= ±
√

1.5 − 1
1.5 = ±

√
1
3 ≈ ±0.57735269 (33)

and ∣∣∣∣∣dΦ
dx

∣∣∣
x=±

√
1
3

∣∣∣∣∣ = 3 − 2 · 1.5 = 0. (34)

Figs. 1, 2, 3 represent graphical solutions of two functions: y = x
and y = Φ(x) at different r: r=1.5, r=1.9, r=2.2 respectively. For
r=1.5 (Fig. 1), three crossing points are present, but only two of
them x=±

√
1
3 ≈0.58 are fixed point attractors (tangent lines are

parallel to x axis). For r=1.9 (Fig. 2), three crossing points are
present, but only two of them x=±

√
9

19 ≈0.69 are fixed point at-
tractors. (tangent lines are not parallel to x axis). For r=2.2 (Fig.
3), three crossing points are present, including x=±

√
6

11 ≈0.74, but
none of them are fixed point attractors. Value r=2.2 is out of previ-
ously established interval 1<r<2.

4. Periodic attractors
We know that

xt+2 = Φ(xt+1) = Φ(Φ(xt)) = Φ2(xt), (35)

where
Φ(x) = r · x · (1 − x2) = r · (x − x3). (36)

Let us express the second order composite Φ2(x):

Φ2(x) = Φ(Φ(x)) = r ·
(

r · (x − x3) −
(
r · (x − x3)

)3
)

= (37)

= r2 · x · (1 − x2) ·
(

1 − r2 · x2 · (1 − x2)2
)

. (38)

Let us find the fixed points of the function Φ2(x). To find them we
solve equation x=Φ2(x):

x = r2 · x · (1 − x2) ·
(

1 − r2 · x2 · (1 − x2)2
)

. (39)

Fig. 1. y = x and y = Φ(x) at r=1.5 (interval 1<r<2). Three crossing
points, but only two of them (approximate values – 0.58 and 0.58) are
fixed point attractors (tangent lines are parallel to x axis).

Fig. 2. y = x and y=Φ(x) at r=1.9 (interval 1<r<2). Three crossing
points, but only two of them (approximate values – 0.69 and 0.69) are
fixed point attractors.

Fig. 3. y = x and y = Φ(x) at r=2.2 (out of interval 1<r<2).
Three crossing points, but none of them are fixed point attractors.
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Table 1. Horner’s scheme for z=r–1.
1 –3r 3r2 –r3–r r2–1

+ + + +
r–1 ↓ r–1 –2r2+r+1 r3–1 –(r2–1)

= = = =
1 –2r–1 r2+r+1 –r–1 0

Table 2. Horner’s scheme for z=r+1.
1 –2r–1 r2+r+1 –r–1

+ + +
r+1 ↓ r+1 –r2–r r+1

= = =
1 –r 1 0

One solution is x=0. To get the other solutions we have to solve the equation

r2 · (1 − x2) ·
(

1 − r2 · x2 · (1 − x2)2
)

= 1. (40)

We transform it to the form of 8th-power equation:

r2 · (1 − x2) ·
(

1 − r2 · x2 · (1 − 2x2 + x4)
)

= 1, (41)

(1 − x2) ·
(
r2 − r4x2 + 2r4x4 − r4x6)

= 1, (42)

r4x8 − 3r4x6 + 3r4x4 − r2(r2 + 1)x2 + r2 − 1 = 0. (43)

We know if Φ(x) = x then
Φ2(x) = Φ(Φ(x)) = Φ(x) = x. (44)

It means that the solutions of the equations Φ(x) = x are the solutions of the equations Φ2(x)=x. Let us use substitution rx2=z, then we have
to solve equation

z4 − 3rz3 + 3r2z2 − r(r2 + 1)z + r2 − 1 = 0. (45)

Φ(x) = x for x = ±
√

r−1
r

, hence z = rx2 = r − 1 is the root of the equation

z4 − 3rz3 + 3r2z2 − r(r2 + 1)z + r2 − 1 = 0. (46)

We use Horner’s scheme presented in Table 1 and get the third power equation

z3 − (2r + 1)z2 + (r2 + r + 1)z − r − 1 = 0. (47)

Let us check z = r + 1 using Horner’s scheme again - see Table 2. Having applied the Horner scheme we were convinced that z = r + 1 is a
solutions of Eq.(47). Now we have to solve the second power equation

z2 − rz + 1 = 0. (48)

The solutions of this equations are

z = r ±
√

r2 − 4
2 . (49)

We got four solutions of equation
z4 − 3rz3 + 3r2z2 − r(r2 + 1)z + r2 − 1 = 0, (50)

z = r − 1, z = r + 1, z = r ±
√

r2 − 4
2 . (51)

These four solutions give us eight solutions of Eq.(43). Note that we used substitution rx2=z, hence x2=z/r, and

x1,2 = ±
√

r − 1
r

, x3,4 = ±
√

r + 1
r

, x5,6,7,8 = ±

√
r ±

√
r2 − 4

2r
. (52)

To check which of these points are attracttors we need to count the value of first derivative of Φ2(x) and make sure that at each of these points
belongs to the interval (-1,1). For function

Φ2(x) = r2 ·
(

(x − x3) − r2(x − x3)3
)

(53)
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let’s calculate the first derivative with respect to x:

dΦ2(x)
dx

= r2 · (1 − 3x2) ·
(

1 − 3r2x2 · (1 − x2)2
)

. (54)

For solution x1,2

x2
1,2 = r − 1

r
, 1 − 3x2

1,2 = 3 − 2r

r
, (1 − x2

1,2)2 = 1
r2 , 1 − 3r2x2 · (1 − x2)2 = 3 − 2r

r
, (55)

then
dΦ2(x)

dx

∣∣∣
x=±

√
r−1

r

= (3 − 2r)2. (56)

The first derivative of Φ2(x) calculated at points x1,2 have to be less than 1:

dΦ2(x)
dx

∣∣∣
x=±

√
r−1

r

= (3 − 2r)2 < 1. (57)

This takes place if r∈(1,2). Thus we have established that points

x1,2 = ±
√

r − 1
r

(58)

are fixed point attractors if r∈(1,2).
Solutions

x3,4 = ±
√

r + 1
r

(59)

is defined if r<–1. Similarly we can calculate that

dΦ2(x)
dx

∣∣∣
x=±

√
r+1

r

= (3 + 2r)2 < 1 (60)

if r∈(–2,–1). Hence, points x3,4 are fixed point attractors if r∈(–2,–1).
To simplify the assessment of the derivative of the function Φ2(x) at the points

x5,6,7,8 = ±

√
r ±

√
r2 − 4

2r
(61)

we will use Eq.(40)
r2 · (1 − x2) · (1 − r2 · x2 · (1 − x2)2) = 1 (62)

from which these solutions were obtained. We can transform this equation

−r2 · x2 · (1 − x2)2 = 1
r2 · (1 − x2) − 1 (63)

and substitute it into expression of first derivative of Φ2(x) with respect to x. For x = x5,6,7,8 we get

dΦ2(x)
dx

∣∣∣
x=±

√
r±

√
r2−4

2r

= r2 · (1 − 3x2) · (1 − 3r2x2 · (1 − x2)2) = (64)

= r2 · (1 − 3x2) ·
( 3

r2 · (1 − x2) − 2
)

= (65)

= (1 − 3x2)(3 − 2r2 + 2r2x2)
1 − x2 . (66)

We have to solve the inequality ∣∣∣∣∣dΦ2(x)
dx

∣∣∣
x=±

√
r±

√
r2−4

2r

∣∣∣∣∣ < 1. (67)

If x∈(–1,1) then 1–x2>0. For x = x5,6,7,8 we get Ineq.(68)

−1 + x2 < 3 − 2r2 − 9x2 + 8r2x2 − 6r2x4 < 1 − x2 (68)
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which leads us to following system of inequalities:{
1 − r2 − 4x2 + 4r2x2 − 3r2x4 < 0,
2 − r2 − 5x2 + 4r2x2 − 3r2x4 > 0.

(60)

For

x5,6 = ±

√
r +

√
r2 − 4

2r
(61)

we have

x2 = r +
√

r2 − 4
2r

. (62)

Substitute Eq.(62) into first inequality of system - Ineq.(60):

1 − r2 − 2 · r +
√

r2 − 4
r

+ 2r(r +
√

r2 − 4) − 3
2(r2 + r

√
r2 − 4 − 2) < 0, (63)

2 − 1
2r2 − 2

√
r2 − 4

r
+ 1

2r
√

r2 − 4 < 0, (64)

r(4 − r2) − (4 − r2)
√

r2 − 4
r

< 0, (65)

(4 − r2)(r −
√

r2 − 4)
r

< 0. (66)

If r>2 then r–
√

r2 − 4 > 0 and 4–r2 < 0, hence r∈(2,+∞).
If r<–2 then r–

√
r2 − 4 < 0 and 4–r2 < 0, hence r∈(–∞,–2).

Substitute Eq.(62) into second inequality of system Ineq.(60):

2 − r2 − 5 · r +
√

r2 − 4
2r

+ 2r(r +
√

r2 − 4) − 3
2(r2 + r

√
r2 − 4 − 2) > 0, (67)

5 − r2 − 5
√

r2 − 4
r

+ r
√

r2 − 4 > 0, (68)

(5 − r2) · (r −
√

r2 − 4)
r

> 0. (69)

If r>2 then r–
√

r2 − 4 > 0. From Ineq.(69) follows that 5–r2 > 0. This takes place if r∈(2,
√

5).
If r<–2 then r–

√
r2 − 4 < 0. From Ineq.(69) follows that 5–r2 > 0. This takes place if r∈(–

√
5,–2).

So we got that the points

x5,6 = ±

√
r +

√
r2 − 4

2r
(70)

are periodic attractors if r∈(–
√

5,–2)∪(2,
√

5).
Let’s go back to the system of inequalities of Ineq.(60). For

x7,8 = ±

√
r −

√
r2 − 4

2r
(71)

we have

x2 = r −
√

r2 − 4
2r

. (72)

Substitute Eq.(72) it into first inequality Ineq.(60):

1 − r2 − 2 · r −
√

r2 − 4
r

+ 2r(r −
√

r2 − 4) − 3
2(r2 − r

√
r2 − 4 − 2) < 0, (73)

2 − 1
2r2 + 2

√
r2 − 4

r
− 1

2r
√

r2 − 4 < 0, (74)

r(4 − r2) + (4 − r2)
√

r2 − 4
r

< 0, (75)

(4 − r2)(r +
√

r2 − 4)
r

< 0. (76)

If r>2 then r+
√

r2 − 4 > 0 and 4–r2 < 0, hence r∈(2,+∞).
If r<–2 then r+

√
r2 − 4 < 0 and 4–r2 < 0, hence r∈(–∞,–2).

Substitute Eq.(72) it into second inequality of Ineq.(60):

2 − r2 − 5r −
√

r2 − 4
2r

+ 2r(r −
√

r2 − 4) − 3
2(r2 − r

√
r2 − 4 − 2) > 0, (77)
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Fig. 4. Bifurcation diagram for recurrent sequence
xt+1 = r· xt ·(1 – x2

t ) at the interval (–
√

5,
√

5).

5 − r2 + 5
√

r2 − 4
r

− r
√

r2 − 4 > 0, (78)

(5 − r2) · (r +
√

r2 − 4)
r

> 0. (79)

If r>2 then r+
√

r2 − 4 > 0. From Ineq.(69) follows that 5–r2 > 0.
This takes place if r∈(2,

√
5). If r<–2 then r+

√
r2 − 4 < 0. From

Ineq.(69) follows that 5–r2 > 0. This takes place if r∈(–
√

5,–2).
So we got that the points

x7,8 = ±

√
r −

√
r2 − 4

2r
(80)

are periodic attractors if r∈(–
√

5,–2)∪(2,
√

5).
Thus, we have established that points

x5,6,7,8 = ±

√
r ±

√
r2 − 4

2r
(81)

are periodic attractors if r∈(-
√

5,-2)∪(2,
√

5).
For recurrent sequence xt+1 = r ·xt· (1 – x2

t ) the bifurcation di-
agram at the interval (−

√
5,

√
5) was depicted as presented in Fig.

4. Bifurcation diagram with period doubling 1, 2, 4 was obtained
in analytical form solving 8-th degree polynomial equation. Strong
expressed period doubling is presented at points r=1 and r=2.
Figs. 5, 6, 7, 8 represent graphical solutions of two functions y = x
and y = Φ2(x) at different r: r=2.0, r=2.2, r=2.23, and r=2.3 re-
spectively. For r=2.0 (Fig. 5), five crossing points are present, but
zero periodic attractors. For r=2.2 (Fig. 6), nine crossing points are
present, but four of them are periodic attractors. For r=2.23 (Fig.
7), nine crossing points are present, but four of them are periodic
attractors. For r=2.3 (Fig. 8), nine crossing points are present, but
none of them are periodic attractors.

Fig. 5. y = x and y = Φ2(x) at r=2. Five crossing points, Fig. 6. y = x and y = Φ2(x) at r=2.2. Nine crossing points,
but zero periodic attractors. four of them are periodic attractors.

Fig. 7. y = x and y = Φ2(x) at r=2.23. Nine crossing points, Fig. 8. y = x and y = Φ2(x) at r=2.3. Nine crossing points,
four of them are periodic attractors. but none of them are periodic attractors.
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Fig. 9. Finite State Diagram of sequence xt+1 = r · xt · (1 − x2
t ),

t=0, 1, 2, . . . . Values in interval (0;1) (top branch) were generated us-
ing x0=0.3, and values in interval (-1;0) (bottom branch) were generated
using x0=–0.3.

Fig. 10. Finite State Diagram (top) and distribution of Lyapunov expo-
nent index (bottom) of recurrent sequence xt+1 = r·xt ·cos xt,
t=0, 1, 2, . . . , x0 = 0.5.

Fig. 11. Finite State Diagram (top) and distribution of Lyapunov expo-
nent index (bottom) of recurrent sequence xt+1 = r·xt·(1 – x2

t ),
t=0, 1, 2, . . . , x0 = 0.5.

5. Approximation methods for visualization
Initial estimation of recurrent sequence properties could be done
using previously presented tool QUATTRO [27] where several be-
haviours such as Finite State Diagram and of Lyapunov exponent

index are presented as the fingerprints of recurrent relations. Fig.
9 represent the Finite State Diagram generated using recurrent se-
quence xt+1 = r ·xt ·(1−x2

t ). Values in interval (0;1) (top branch)
were generated using initial value x0=0.3, and corresponding values
in interval (–1;0) (bottom branch) were generated using x0=–0.3.
Figs. 10 and 11 represent the Finite State Diagram and distribu-
tion of Lyapunov exponent index λ(x0) of two recurrent relations
xt+1 = r · xt · cos xt, and xt+1 = r · xt · (1 − x2

t ), t=0, 1, 2,
. . ., respectively. In both cases, initial value x0 = 0.5. Both Finite
State Diagrams look quite similar. Their different ranges of values
are explained by the normalization of the scales, see Eq.(20).
Fig. 11 (bottom) represents the distribution of Lyapunov Exponent
index:

λ(x0) = lim
t→∞

(1
t

t−1∑
i=0

ln
∣∣Φ′(xi)

∣∣ )
. (82)

At r=1.5, value of distribution λ(x0) tends to –∞ which indicates
the absence of chaotic dependence on initial x0. Distribution of Lya-
punov Exponent index λ(x0) characterizes the behaviour of chaotic
dynamics as well as various forms of stabilization or synchroniza-
tion. Positive value of Lyapunov exponent index indicates chaotic
behaviour of the sequence according to sensitive dependence on ini-
tial x0.
Figs. 12, 13 represent CoWeb plots of the recurrent sequence
xt+1 = r · xt ·(1 – x2

t ), t=0, 1, 2, . . ., x0 = 0.5, when r1=1.9,
r2=2.2, r3=2.26, r4=3.0. Different character of sequence conver-
gence could be established. 50 iterations is enougth to describe the
trending manner. Fig. 12a represents visualization of the fixed point
attractor (r1=1.9). Figs. 12b and 13a represent visualization of two
types of periodic attractors (period doubling 2 for r2=2.2 and period
doubling 4 for r3=2.26). For r3=3.0, chaotic dependence occurs -
see Fig. 13b.

a) r1=1.9; b) r2=2.2.
Fig. 12. CoWeb plot of recurrent sequence xt+1 = r· xt · (1 − x2

t ),
t=0, 1, 2, . . ., x0 = 0.3. 50 iterations were used.

a) r3=2.26; b) r4=3.0.
Fig. 13. CoWeb plot of recurrent sequence xt+1 = r· xt · (1 − x2

t ),
t=0, 1, 2, . . ., x0 = 0.3. 50 iterations were used.
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Conclusions
By analysing of recurrent sequence generated by trigonometric
function F (x) = r · x · cos x some problems arise related to sec-
ond composite F 2(x) due to the complexity of expressions. Using
MacLaurin approximation for function cos x, the dynamic behav-
ior of the recurrent sequence was studied in the same manner as
discrete analogue of Verhulst equation [10]. We presented the bifur-
cation diagram for recurrent sequence generated by power function
Φ(x) = r· x· (1 – x2). Function Φ(x) and its second composite
Φ2(x) were used. Analytical solutions of equation x = Φ2(x) al-
lows us to establish the fixed point attractors and periodic attractors
in the interval (–

√
5,

√
5). Bifurcation diagram with period dou-

bling 1, 2, 4 was obtained in analytical form solving 8-th degree

polynomial equation and compared with Finite State diagram as an
aproximate analogue.
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