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Abstract. The article is aimed at studying the impact of FDI on the development of the high-tech sec-
tor of the economy. R&D effects are analyzed through the location of branches of foreign enterprises.
The positive and negative technological spillover effects and FDI inflow consequences are considered.
Foreign investment is assessed as a factor of economic development, modernization, income, and em-
ployment growth. The radical innovations’ implementation by the innovative TNCs have been high-
lighted. The assessment of the success of the most innovative companies confirms the usage of artificial

intelligence, platforms, and ecosystems.
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Introduction

The modern development of the world economy is accompanied by
processes of internationalization and transnationalization of capital,
transfer of new technologies, digitalization, and increasing the use
of skilled labor. Factors that stimulate the development of glob-
alization include progress in the field of communications, cultural
exchange and equalization of values, development of transport in-
frastructure, interstate competition for resources, and development
of the global financial and stock market.

Foreign direct investment (FDI) is seen as an important tool for
attracting foreign capital to the country, contributing to structural re-
forms and the development of scientific and technological capacity
in the country. Direct investment is used by transnational corpora-
tions (TNCs) to accommodate knowledge-intensive production and
apply modern technology. Companies maximize the benefits of at-
tracting FDI under favorable investment policies.

Factors that negatively affect the inflow of foreign capital into
the country include consumer uncertainty, exchange rate volatility,
the impact of inflation expectations, and geopolitical instability in
the world. The trend of TNC development, which is accompanied
by increasing the economic potential of the company by increasing
mergers and acquisitions, was positively assessed.

Recent studies have highlighted the considerable research efforts
in developing an understanding of the subject of the investment mo-
tivation of FDI spillover effects, its impact on economic growth,
competitive advantages inside the developed economies, and draw
attention to short-term adjustment problems rather than to the long-
term possibilities. Empirical studies of FDI spillover effects on do-
mestic firms reflect various factors, conditions, and characteristics
of the firm, at industry and national levels. The COVID-19 crisis
negatively affected the movement of international capital. In the
first half of 2020, global FDI flows fell by 50% compared with the
last half of 2019, to $364 billion, because of the pandemic and the
resulting supply disruptions, demand contractions, and pessimistic
outlook of economic actors [1].

Although the COVID-19 pandemic has led to severe restric-
tions in developed countries, the economic turmoil is now entirely
global. However, although developed countries use the full range

of macroeconomic instruments to mitigate the effects, developing
countries have a lack of money or fiscal capacity to reduce the
effects of the pandemic. Countries’ export earnings are declining
and access to external sources of finance is declining, while the in-
ternal response to health threats will lead to a reduction in tax rev-
enues, which are generally insufficient. The decline in commodity
prices, in the market of iron ore, ferrous metals, and grain market is
seen as a factor in reducing Ukrainian exports.

To rebuild the economy after COVID-19, the world will need a
significant influx of investment resources. Governments need to be
provided with favorable conditions for attracting and retaining pro-
ductive investment and, more importantly, ensuring that the benefits
of their use are maximized. To increase the inflow of foreign cap-
ital, countries need to reconsider approaches to creating attractive
conditions for TNCs to locate new innovative branches, as well as
to develop new strategies to attract foreign investors.

The purpose of the article is to study the FDI influence on the
high-tech sector economy, R&D effects through the placement of
branches of foreign enterprises, advanced technologies application,
the spread of new forms of management organization, and increase
of the welfare state.

The methodology of the research is the use of the Compara-
tive Economics approach. It allows making comparisons of the
main research methods and strategies of FDI attraction in stimu-
lating innovation-science-intensive branches development, analysis
of forms, strategies of TNCs activity, and foreign affiliates branches
allocation.

1. Literature review

The study of the considerable amount of works devoted to the study
of FDI impact on economic development in countries indicates
the existence of a variety of theories and approaches. Technology
transfer is an important aspect of the TNC’s presence manifested
through vertical connections. Technology transfer and dissemina-
tion and deployment are carried out in four interconnected channels:
through vertical links with suppliers or buyers in recipient countries,
through horizontal links with competing or complementary compa-



nies within the same industry, through migration of skilled workers,
and the internationalization of R&D.

The study of the overall effect of technology transfer through FDI
attraction, the influence of FDI inflow on the economic growth of
the state, international investments, technologies in the conditions of
a dynamic environment, innovations as a factor of competitiveness
of TNCs are devoted to the significant number of scientific works.

Barell & Pain [2] investigate the role of FDI in the diffusion and
assimilation of technologies and ideas across borders. They deter-
mine the consequences of FDI inflow on the host country’s technical
progress and export performances.

Kathuria [3] points out that domestic firms will not benefit from
a foreign presence if it is measured by the share of sales at the same
time, they get access to foreign capital reserves. Additional research
shows that domestic firms that belong to the R&D subgroup have a
positive impact and ensure the transfer of new technical knowledge.

The impact of foreign technology on growth depends on the de-
gree of compliance of these technologies with local conditions, as
well as on the basic technological level recipient country [4].

Assessment of foreign capital stocks helps increase the efficiency
of domestic firms specializing in R&D. Firms that do not belong to
the subgroup engaged in the creation of new knowledge do not ben-
efit from the transfer of new technical information. The work of
Acharya & Keller [5] is devoted to determining the effects of tech-
nology transfers in the US manufacturing sector from attracting FDI
and imports of finished products. The study aimed to determine the
impact of FDI and import growth on productivity growth in domes-
tic firms receiving investment. The foreign presence can be meas-
ured as the share of employment in foreign affiliates compared with
total employment in the industry. The study results indicate that
FDI creates conditions for obtaining significant production benefits
for domestic firms. External effects were assessed on a large scale
compared with other studies. External effects accounted for 8—19%
of the production growth of American firms in the period from 1987
to 1996. Effects differ and depend on the size and productivity of
the firm. Acharya & Keller [5] hypothesized that a strong external
effect is due to the influx of FDI into high-tech sectors. Small firms
with low productivity receive a greater external effect of FDI com-
pared with large firms with high productivity. The smaller external
effect of imports of finished products compared with the effect of
FDI can complement the positive feedback to sustain growth in the
long run.

FDI has a more positive impact on labor productivity than do-
mestic investment, the technological gap between local enterprises
and foreign investors should be relatively small. Boghean and State
[6] estimate the relationship between FDI and labor productivity in
the European Union and confirm the existence of a strong connec-
tion between the volume of FDI outflows and productivity zones.
The impact of FDI on the economies of host countries is mainly
due to increased productivity through technology transfer, and ma-
nagement and marketing skills, which allows for long-term techno-
logical progress and economic growth. The authors argue that FDI
depends on additional factors to exert a significant effect on growth,
i.e. a significant level of domestic investment or export orientation
is necessary.

Clark et al. [7] developed and substantiated an approach to deter-
mining the FDI effect, which is associated with positive technolo-
gical spillovers, economic growth, and increasing income inequal-
ity. Floyd [8] used firm-level data from manufacturing industries for
the period of 2000-2005 in Central and Eastern European countries
and found that vertical effects tend to be higher and thus economi-
cally more important than horizontal ones. In many cases, spillovers
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are negative and thus the foreign presence might also have some ad-
verse impact on local firms’ productivity.

The study of the above-mentioned approaches allows identifying
the factors and consequences of FDI inflow, through the placement
of branches of foreign firms, the technology transfer effects, the de-
velopment of competition of foreign affiliates and domestic firms,
and increasing productivity by attracting FDI [9].

Empirical studies of FDI spillover effects on domestic firms
across countries confirm the existence of direct and indirect effects
and reflect different technologies, products, and characteristics at
micro to macro levels. The reported results do not reproduce
different effects of economic sectors, labor productivity, or under-
valued labor costs per worker, and do not take into account the role
of the shadow economy. Moreover, if internal and external effects
act in the same direction, reducing labor costs per unit of output,
they act as a factor stimulating the growth of productive efficiency,
increasing output, increasing labor intensity, and improving a prod-
uct’s quality and competitiveness.

The external effect of technologies transfer by FDI inflow to
the country occurs in horizontal or vertical directions. It depends
on the nature of the investments that are invested in the country.
Labor-intensive and market-oriented FDI creates a significant ex-
ternal effect for home firms compared to joint-stock firms. The re-
search demonstrates the contradictory results of the external effect
of technology transfer in developing countries and East European
countries. Don Clarke argues that there is a foreign effect from en-
couraging FDI inflows policy. The effect is significant in industri-
ally developed countries, which have a high share of high-tech sec-
tors in GDP. The study of the FDI impact on the country’s economic
growth has found that the external effect of technology transfer is
the main factor of long-term economic growth. The FDI effect in-
creases income inequality, even though capital attraction contributes
to the growth of prosperity in the country. FDI inflows are positively
correlated with the external effect of technology transfer [7].

Diffusion of the acquired advanced technologies promotes their
wider use in the process of exchanging ideas. The involvement of
these technologies depends on the labor productivity of the labor
force involved in the creation of R&D. GDP, the size of the coun-
try are significant factors in determining the level of welfare in the
country [10].

Petrikova proposed a mechanism for determining the FDI influ-
ence on GDP [11]. The author has revealed the algorithm of FDI
quantitative estimation and contribution to GDP growth and has es-
timated the macroeconomic indicators of foreign investments. Os-
ano and Koine [12] confirm that trade competition is accelerating
the process of transferring new technologies to local investors in the
energy sector through the exchange of knowledge, and application
of innovations in production, and R&D.

Radosevich identifies the institutional capabilities of the firm,
branch, or economy to combine appropriate market and non-market
incentives with the need to upgrade technological and additional
prospects [13].

TNCs play an important role in technology transfer. The eco-
nomic activity of companies is characterized by high labor pro-
ductivity indicators and significant expenses on research and de-
velopment in comparison with national companies. Foreign firms
use the external effect of technology transfer, applying different ap-
proaches. The transfer of new knowledge occurs as a result of the
movement of the labor force, which has passed training in TNCs.
The obtained new knowledge of workers can be considered as poten-
tial for future development of human capital in the country. Workers
use the knowledge, skills, and experience gained in Western compa-
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nies and in national companies. Local entrepreneurs imitate the pro-
duction, management, and marketing of foreign branches. The ac-
celeration of competition forces national companies to use resources
and advanced technologies more effectively, which ensures that the
appropriate effect of the use of skilled labor, as well as profit, is ob-
tained. The growing competition is aggravated by the contradictions
between local producers and international companies [14].

Local entrepreneurs import technologies from TNCs through the
acquisition of production equipment, specialized capacities, and
differentiated products. The external effect of the interaction of for-
eign affiliates and national companies at horizontal or vertical lev-
els contributes to the increase of labor productivity in the country.
Growing demand for intermediate products makes national compa-
nies take advantage of the economy [14:111].

Additional research shows that home firms, which belong to the
sub-group dealing with NDCD positively influence and ensure the
transfer of new technical knowledge. Access to foreign capital
stocks contributes to the increase of efficiency of domestic firms
specializing in NDRRs. Firms that do not belong to a sub-group
that creates new knowledge do not get an external effect from the
transfer of new technical knowledge.

Acharya and Keller is dedicated to identifying the impact of tech-
nology transfer in the US manufacturing sector from FDI and fin-
ished product imports. The study aims to determine the impact of
FDI and import growth on labor productivity in home firms, where
investments have been made. The authors put forward a hypothesis
that a strong external effect takes place in connection with the influx
of FDI into high-tech sectors. Small firms with low labor produc-
tivity receive a greater external effect of FDI than large firms with
high labor productivity. The external effect of the import of finished
products is much less compared to the effect of FDI [5].

The study of the considered approaches of influence of direct in-
vestments of TNC allows allocating as the main factors of stimula-
tion of economic growth transfer of technologies using the place-
ment of branches of foreign firms, development of competition with
national companies. If the technologies are implemented in the for-
mat of creation of branches of foreign companies, it stimulates an
increase in labor productivity, as well as the transfer of new methods
of management, production skills, and business culture to national
producers in the country.

2. Global strategies of TNCs in high-tech tech-
nologies

The activities of global TNCs are aimed at attracting investment,
transferring new production and management technologies, stimu-
lating GDP growth, and improving the balance of payments by in-
creasing export revenues or reducing imports. These changes con-
tribute to strengthening the country’s economy and raising the living
standards of the population. Under the conditions of the Covid-19
pandemic, according to UNCTAD’s forecast, the impact of the 5000
largest TNCs is declining, with FDI falling from 30% to 40% in
2020-2021. The profit estimate for 2020 will decrease by an aver-
age of 30%, a maximum of 39%. The main affected sectors will be
marked by a significant drop in production volumes: energy — 208%
and automotive — by 47% [15].

The consequences of the pandemic are a halt to production, sup-
ply chain disruptions, and a reduction in capital investment, which
can help to prolong the shock to global value chains, as well as to
local suppliers and small businesses. Physical closure of businesses,
manufacturing plants and construction caused delays in the imple-
mentation of global investment projects. In the first part of 2020,
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there was a 50-70% drop in mergers and acquisitions (M&A) [16].

An innovative policy of TNCs includes the development and pro-
motion of R&D, expansion of technological links, organization of
global value-added chains, use of incentives, and creation of indus-
trial, technological, and scientific parks. The increased interest of
scientists in this policy, which focuses on technological aspects, al-
lows to significantly increase scientific potential due to technolo-
gical external effects of FDI. Domestic firms use the results of new
knowledge to create a scientific product. The coordination of policy
in the field of FDI, combined with the use of research results, inno-
vations, and regional political instruments, is considered a promis-
ing direction for the development of technologies. In the countries
of the transition economy, FDI inflows are considered a financial
source, for the transformation of the national innovation system fol-
lowing the requirements of the global knowledge system, as well as
the dissemination of new knowledge. FDI in technology sector saw
a 336% rise in Apr-Sep 2020 [17].

On average, the top 5000 multinational enterprises (MNEs),
which account for a significant share of global FDI, have seen down-
ward revisions of 2020 earnings estimates of 9% due to COVID-19.
The hardest hit is the automotive industry (-44%), airlines (-42%),
and energy and basic materials industries (-13%). Profits of MNEs
based in emerging economies are more at risk than those of MNEs
in developed countries; profit guidance for the latter has been re-
vised downwards by 16% [18].

In the conditions of the worsening international situation, the
number of "aggressive" and "hostile" acquisitions and, conse-
quently, the reduction of "friendly". At the "aggressive" acquisi-
tions, TNCs initially buy shares of a foreign company on the stock
market and then enter interaction with the general shareholders’
meeting. The result of "aggressive" absorption is a complete change
in the heads of the consuming company. In the case of a "friendly"
acquisition, the agreement is reached between the managers of TNC
and shareholders of the consuming company for the purchase and
sale of shares. Then shares of this company are exchanged for shares
of TNC. Another option of "friendly" acquisition is acquisition in
the form of transfer of the controlling stake of TNC to trust or trust
management [5].

The participation of TNC branches in international operations to
attract FDI through the creation of their foreign firms and joint ven-
tures is aimed at increasing the control of the company. Examples
of successful competitive global innovation companies are Apple,
Google, Samsung Group, Toyota, and BMW.

Consider the top 50 of the most innovative Companies 2020 [19]
published by Boston Consulting Group. It is an international com-
pany specializing in management consulting and is a leading busi-
ness strategy consultant - see Table 1.

Among the leading companies, are five companies in the field
of technology, car manufacturers — Tesla, Toyota, Volvo, and the
electrical engineering company Siemens. As four factors contribut-
ing to the success of innovative companies, the specialists of the
Boston Consulting Group have noted the ability of these companies
to provide high speed of innovation development, improvement of
processes efficiency in the field of research and development, maxi-
mum effective use of technological platforms, and systematic study
of related markets.

The success of the top 50 - the most innovative companies is
based on scientific research and new technologies, which are becom-
ing increasingly important as factors of innovation development, be-
cause they promote the development of innovative products, such as
those that give impetus to the creation of science-intensive indus-
tries of the economy. All ten top rating companies use Al (Artificial
Intelligence), platforms, and ecosystems to allow themselves
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Table 1. The largest innovation companies in 2021. Constructed on the data of Refs. [19-20]

Rank Corporation Industry Headquarter Rank change over 2020
1 Apple Technology USA -

2 Alphabet Technology USA -

3 Amazon Consumer goods USA -

4 Microsoft Corp. Technology USA -

5 Tesla Automobile USA 6

6 Samsung Technology South Korea -1

7 IBM Technology USA 1

8 Huawey Telecommunications China -2

9 Sony Consumer goods Japan -

10 Pfizer Pharmaceutical USA return
11 Siemens Technology Germany 10

12 LG Electronics Electronics South Korea 6

13 Facebook Technology USA -3

14 Alibaba Group Consumer goods China -7

15 Oracle Technology USA 10

and others to search for new products, services, and ways of work-
ing. There was little change in the ranks of top-ten innovators. Apple
and Google parent Alphabet retain the top two spots. But in addi-
tion to 33 holdovers from last year (whose continued presence shows
the enduring qualities of serial innovators), the 2021 list contains 12
companies that have returned to the top 50 after an absence of at
least one year, and 5 firms that are new to the rankings [19].

The leading companies in 2020 included companies from the
USA, Europe, Asia, China, and India. Among the leading com-
panies - Chinese Internet company Tencent and the American cor-
poration is a manufacturer of personal computers Dell, as well as the
British-Dutch oil and gas company Royal Dutch Shell. It should be
noted that the position of Facebook has deteriorated. The Japanese
company Sony returned to the rating this year. Most companies con-
sider Al as well as strong innovations to be positive in business de-
velopment. Nine out of ten respondents in the current top 50 survey
believe that their companies invest in Al, and more than 30% expect
investment, point to Al, which will have the greatest impact on its
industry over the next three to five years.

Platforms are technologies and technological services that pro-
vide the basis for the development of other business processes. Nu-
merous industrial goods companies, including Siemens (21) and

Boeing (11), have created a significant business platform for pre-
dictable service to complement their traditional engineering and
production facilities. Amazon, Microsoft, and IBM, among others,
offer a full range of software and services from their cloud plat-
forms.

Analysis of data of top-100 companies investing in R&Ds shows
the growth of total volume of global investments. In total, the Top
1000 Companies spent at least a combined US $858 billion on R&D
in 2018, reflecting R&D spending increases in all regions and nearly
all industries - see Fig. 1.

According to Strategy Stanley Black & Decker [23], their list of
the Top 1000 companies accounted for approximately 40% of all
R&D spending worldwide if we extrapolate that total R&D spend-
ing worldwide is in the region of $2 trillion annually. By spending
money on R&D, the innovation company develops new technolo-
gies and research to create new products and services. R&D al-
lows companies like Amazon to outcompete and work in the future.
The largest share of R&D spending worldwide is on computing and
electronics, and the USA is the leading country in R&D spending
worldwide. Five large TNCs with the highest costs of R&D include
mainly technology companies [21] - see Table 2 .

World Top 25 R&D Spend 2018 (US$ billions)
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Fig. 1. Top 1000 companies that spend the most on R&D. Adapted according to Ref. [22].
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Table 2. Top 100 R&D Spenders. Constructed on the data of Refs. [21,24-27]

Rank Company Name Country 2018 Revenue Max 2018 R&D spend ~ R&D intensity 2018 Data Source
(USS$ billions) (USS$ billions) % Used
1 Amazon.Com USA 177.87 22.62 12.72 [25]
2 Alphabet USA 110.86 16.23 14.64 [25]
3 Volkswagen Germany 277.00 15.77 5.69 [25]
4 Samsung South Korea 224.27 15.31 6.83 [25]
5 Microsoft USA 110.42 14.74 13.34 [26]
6 Huawei China 92.75 13.60 14.66 [26]
7 Intel USA 62.76 13.10 20.87 [25]
8 Apple USA 229.23 11.58 5.05 [25]
9 Roche Switzerland 57.20 10.80 18.89 [25]
10 Johnson & Johnson USA 76.45 10.55 13.81 [25]
11 Daimler Germany 197.20 10.40 5.27 [26]
12 Merck USA USA 40.12 10.21 25.44 [25]
13 Toyota Motor Japan 259.85 10.02 3.86 [25]
14 Novartis Switzerland 50.14 8.51 16.97 [25]
15 Ford Motor USA 156.78 8.00 5.10 [25]

According to the analysis by Stanley Black and Decker [23],
R&D Spending overall in their list of the Top 1000 spenders on
R&D has continued to rise over the past decade, even following the
recession. The top innovators were AAC Technologies, Adidas, Al-
tria, Amadeus IT, Ammer Sports, Ametek, and Apple companies.

The most attractive sectors of financing of top-20 companies in-
clude automotive, computing and electronics, Software and Internet,
telecommunications, chemicals and energy, industries, and health
care. Statistics show that investments in R&D health care are the
largest and make up $61,7 billion and grow rapidly. The automotive
industry ranks second among the investment sectors with a value
of $43.7 billion. Investments in computers and electronics make up
$37,9 billion, software makes up $30,5 billion [28].

The main trends in the field of innovations that influence the
TNC’s competitiveness are the large openness of companies within
the framework of firm cooperation in the field of science and tech-
nology, as well as the transfer of a significant part of research in the
branch of foreign countries. Increasingly, the acquisition practices
of the largest TNCs that create an innovative product or technology
are becoming more common. Parent companies make a decisive
contribution to the provision of innovative TNCs. U.S. parent TNCs
are the first in the world to provide investment in R&D, which ac-
counts for 52% of all revenues of 20 companies, followed by Ger-
many and Switzerland [28].

The rate of production process speed is becoming an important
competitive advantage of TNCs. To accelerate the production pro-
cess and increase pressure on competitors, international companies
reduce bureaucratic restrictions and procedures, create a step-by-
step functional working group, restructure and organize production,
and introduce new technologies. The technological competitive ad-
vantages of TNCs are largely due to the formation of close long-term
partnerships with suppliers. Optimization of supply chain manage-
ment, in particular efficient logistics organization and after-sales
service, plays an important role in ensuring the competitiveness of
the production system of TNCs [29].

Global TNCs are widely used in cross-border transactions in in-
ternational mergers and acquisitions (M&A). The knowledge and
technology transfer affect leading companies and provide changes
in a competitive position in global markets. M&A is one of the
indicators of the intensity of the world economy’s progress. Due
to M&A, as well as the implementation of the corporate strategy,
market concentration and economic efficiency rise. Immediate FDI
impact on a specific company-investment object is expressed in the
new knowledge absorption in the process of joint work organiza-
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tion, cost reduction, and new forms of activities within a company
formation.

In 2019, the financial industry became the leader — it accounted
for up to 35% of all international agreements.

The global M&A market activity continued to grow. In the con-
ditions of globalization and internationalization M&As become the
main source of obtaining competitive advantages for corporations
regarding the possibility of rapid formation of investment portfolios
due to the attraction of local assets of different countries, reception
of new sources of raw materials, integration of stages of the pro-
duction process, development of new markets, application of new
markets.

With the help of M&A, global TNCs can obtain the most efficient
and effective access to markets, maintain greater stability, and at-
tract financial resources on better terms.

M&A is primarily cross-border, aimed at gaining competitive ad-
vantage by combining financial, scientific, technical and labor re-
sources of firms-participants and obtaining on this basis synergistic
effect; achievement of economy effect at the expense of scale of pro-
duction; access to new markets; diversification of production; use
of new assets, especially intangible (such as know-how, know-how,
trademarks, organizational knowledge).

The ability of TNCs to use a flexible mechanism of investment
activity, organizational methods, and means for global economy
change is reflected in the merger of national capital into the global
asset network. They have developed a well-developed marketing
system and modern advertising methods that allow them to manip-
ulate consumers’ tastes and preferences all over the world.

Among the factors that contributed to the high rating of these
companies, the following should be highlighted: a) flexible policy
in the conditions of economic crisis; b) active production location
on the territory of other countries; c¢) large scale activity and infor-
mation technologies application.

Most TNCs apply a comprehensive integration strategy, within
which firms transform their geographically distributed branches and
fragmented production systems into production and distribution net-
works that are carried out globally or regionally on the global mar-
ket. By the number of transactions, M&A is leading the technology
sector, especially the software sector. In total, 10 thousand trans-
actions were concluded in this sector with a total volume of 808
billion dollars. In 2018, the second place was taken by the sphere of
health care with 2.9 thousand transactions and a volume of $580 bil-
lion [18]. According to China’s strategic needs, three Gorges’ cash
acquisitions amounted to $3.6 billion, 84% of shares of Peruvian



electric company Luz del Sur, the acquisition of Beijing Auto 5% of
shares of German car manufacturer Daimler and Jiangsu Shagang
Steel Group, Acquisition of Global Switch Holdings makes up the
amount of $2.2 billion located in London Global Switch Holdings
in 2019 [30].

Instability in the global financial markets and the current chal-
lenges of the global pandemic COVID-19 create uncertainty, and
high risks of international agreements that affect the behavior of
major TNCs and force them to apply an adaptive strategy, adapting
to the new international environment.

In a transformed economy, the prerequisites for economic growth
can be achieved by increasing the development and use of science-
intensive technologies and increasing their production efficiency be-
cause of the application of the advantages of direct investment by
TNCs. Separation of priority investment sectors depending on their
level of development, and importance for the needs of the national
economy. Regional need in FDI will facilitate the development of
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tion strategy, within which firms transform their geographically dis-
tributed branches and fragmented dedicated production systems into
production and distribution networks, global-integrated or regional
in the world, is based on the advantages of its application.

The high-tech sector’s development of the most innovative TNCs
intensifies technologies’ creation and efficiency increases because
of the usage of international capital movement advantages and new
innovative branch’s location. R&D investment is the main factor in
radical innovation development. The basis for the success of inno-
vative companies in the world has been highlighted. The role of
the usage of scientific-intensive technologies and the enhancement
of their efficiency of TNCs production by application of the ad-
vantages of global value-added chains have been determined. The
key factors for achieving TNC’s technological leadership by using
global production systems are well-grounded.

international business inflow in the innovation sector. Abbreviations
Al - Artificial Intelligence
Conclusions BGC - Boston Consulting Group
FDI - Foreign Direct Investment
The study of a variety of modern approaches to foreign direct invest- M&A - Merges and Acquisions
ment effects on TNCs allowed us to define the main factors stimulat- MNEs - Multinational Enterprises )
ing economic growth. The technologies’ transfer by the location of OECD - Organisation for Economic Cooperation and Development
. - " . R&D - Research and Development
foreign affiliates, competition development with local firms, labor TNC - Transnational Corporation
productivity increase FDI inflow. TNC’s comprehensive integra- UNCTAD -  United Nations Conference on Trade and Development
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Abstract. This paper analyses the shared economy model to sustainably manage the tangible and intan-
gible resources of logistics systems. A critical review of literature on the current supply chain manage-
ment policy and technological platform in current use that supports it was done to suggest a new con-
ceptual framework for logistics processes’ sustainable management on a shared economy platform. This
was examined according to how the concepts of new technologies influence logistics and the role of sus-
tainable management platforms of the shared economy in enabling greater improved logistics processes.
The inductive methodology approach was applied using multi-criteria analysis interpretive research me-
thod. The impact of the shared business model on each stakeholder and beneficiary varies according
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each. Current scientific literature does not identify the impact this phenomenon has on companies in
different sectors, as there is a lack of detailed analysis and evidence to fill this gap, particularly as the
Internet of Things (IoT) monetize digital assets autonomously through the Economy of Things (EoT)
marketplaces. From the analysis conducted, the findings provide a concept of the prototype framework
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Introduction

The logistics sector is a main economic driver for Lithuania. A local
shared logistics infrastructure should enable continuous operations
without any costly significant disruptions during crisis situations [1-
9]. Services of e-logistics became central for promulgating the dig-
italization of the logistics sector in the shared economy. However,
there are some risks that require evaluation. The providing frame-
work developed could integrate smart services and technologies as
well as enable the elimination of risks [10-15].

In addition, the framework would promulgate management activ-
ities for such logistic processes corresponding to the directives of the
2030 Sustainable Agenda [16]. Crowdsourcing capabilities of the
shared economy ensures liabilities face by secondary stakeholders
are environmentally assessed during the early phases of implemen-
tation. Therefore, the main contribution is to provide justification
of widening the realm of innovation smart technologies through the
shared model. This would increase more resources and introduc-
tion of artificial intelligent autonomous systems into the present and
future logistics ecosystems of Lithuania.

The aim of the paper is to propose conceptual sustainable proc-
esses that is supported by a shared economy model to improve logis-
tics systems and increase the competitiveness of the logistics sector.
As services of the logistics sector are inclined towards digitalized,
improved technological processes, several problems identified cur-
rently impacts Lithuania’s logistics sector.

1. The compromised, rippling consequences of the COVID-19
pandemic globally has led to dampening effects on the resilient EU
regional economy and, nationally to Lithuania’s very own. The lo-
gistics sector is one of the main economic drivers for Lithuania and

with its enviable geographical positioning, its local shared logis-
tics infrastructure should enable continuous operations without any
costly significant disruptions during crisis situations like the pan-
demic. This trend continues accelerating, however valuable research
on the shared economy during normal and crisis events is needed to
understand the strategic benefits of smart technologies implementa-
tion for sustainably managing e-logistics within a shared economy
framework.

2. The scalability of the current model could increase the nation’s
current market share and potentially increase to a projected margin
capacity of 20% by 2025. Moreover, in line with the 2030 Sus-
tainable Agenda, the shared economy platform is environmentally
critical for reducing carbon imprint, utilization of warehouse spaces
and offsetting climate change. Research on the management impli-
cations on the eco-efficiency and usefulness of the shared economy
is required to understand the reverberating economic impacts and
value capture of tangible and intangible logistics systems.

3. The theoretical categorization of the shared economy accord-
ing to its economic, environmental, and social benefits substantiates
the practical achievement of the 2030 Sustainable Agenda imple-
mentation. However, this implementation should be clear and co-
hesive with the common collaborative envisaged goals set for all
stakeholders involved.

1. Conceptual Framework of the Shared Econ-
omy in Logistics Systems

Stakeholders of third party (3PL) and fourth-party logistics (4PL)
logistics sector are unaware of innovative platforms that facili-
tate long-term competitive advantages. By reducing environmental
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pollution, road corridor improvements as well as extending the
design life of urban roadway, the management of the e-logistics
shared model can minimize environment impacts, waste, and in-
crease its scalability and use by all stakeholders. With the advent
of the Internet of Things (IoT), the sharing of digital assets au-
tonomously through marketplaces developed from the Economy of
Things (EoT), has enabled ubiquitous commercialization of digital
assets, immediate liquefaction of the physical assets indexed to be
search and traded as online commodities [17-25]. The shared econ-
omy has ratified and authenticated the concept of crowdsourcing and
partaking of digital assets through digitalized platforms.

In addition to this, sustainability has gained significance in
Lithuania in recent years, with the current Lithuanian logistics
sector morphing towards a sustainable, shared economy platform.
A strategy for implementing and applying smart technologies for
sustainable management of the processes in e-logistics should be
grounded on an improved behavioural approach of all stakeholders
of the sector. This entails inclining towards responsible economic,
environmental, and corporate standards at all levels of the micro
and macroeconomy [26-41]. The shared economy model would ini-
tiate ubiquitous productivity tools, software and digital technologies
developed from the Economy of Things (EoT). The myriad of pos-
sibilities offered without the necessity of ownership is one of the
appealing factors of the shared model. Moreover, transformation of
logistics processes to resilient sustainable, management systems en-
able greater scalability of shared transport and warehousing systems
models fostered by strategic eco-sustainable imperatives and green
logistics. BarySiené et al [42] points out that *green logistics’, a term
synonymous to sustainability has gained increasing significance in
Lithuania. Green logistics in Lithuania addresses only the environ-
mental aspects of logistics and perceived as the main way to retain
and increase business competitiveness in that sector [43,42].

The sharing economy has garnered attention by policymakers and
scientists, due to the potential benefits granted to transform greater
economic, technological, and environmental benefits of underuti-
lized assets in P2P service platforms enabled by the Internet. The
sharing economy is its action-based state which was initially de-
marcated by Belk [44], then applied as an economic concept by
Zervas et al [45] and Hu et al [46] beyond rent seeking of good,
services and resources at renting goods at reduced costs through a
conventional supplier. Therefore, the viability of the shared econ-
omy concept as a sustainable competitive model through EoT in the
logistics sector would be the associated reduced transactional costs
typically associated with traditional purchasing or rental activities
through the P2P platform, as a form of crowd-based capitalism.
This capitalism, as contended by Hu et al [46] provides seamless
transference of ownership made possible by on-demand access fa-
cilitated through internet connectivity which results in collaborative
consumption of services and ubiquitous conversion of digital intan-
gible resources to physical consumable goods. Though Hu et al [46]
contends the sharing economy transcends into a triadic framework
of agents consisting of service providers, customers, service en-
ablers monetizing and converting underutilized assets in the shared
economy model. Therefore, an understanding of its dynamic config-
uration and development, which disruptively changes according to
the requirements (customers), markets (service enablers), technolo-
gies (service providers) and its structure of interactive commercial
activities (an intent to share) is required to assess its attractiveness
configured in a sustainable business model to increase competitive-
ness in the logistics sector. Hu et al [46] argues within this context,
that mechanisms determining value capture, value creation, tech-
nological, economic as well as environmental drivers determining
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the level of sustainability is typically designated during the develop-
ment of the framework initially before ascertaining competitiveness.

Despite this, the current situation reveals that the sector is un-
aware of the concept green or sustainable logistics or even a shared
economy built on an EoT platform due to minimal information on
that sphere [42]. Moreover, research has shown that strategies for
implementing such initiatives should be grounded on the changing
the behavioural needs of stakeholders economic, environmental, and
corporate responsibility in the adoption of sustainable, innovative
technological platforms. The shared economy could provide this
for both traditional and electronic logistics systems in supply chain
management. This potentially revolutionizes its traditional busi-
ness model through disruptive sustainable innovations platforms
offered by EoT, Big Data Analytics, Cloud Computing technolo-
gies’ productivity tools [47-51] for the logistics sector in a shared,
scalable model. The possibilities offered without the necessity of
their ownership emphasize the resilience of the model for sustain-
able management of logistics processes for both traditional and elec-
tronic logistics. The shared economy model accelerates and broad-
ens common use of intelligent artificial systems beyond the scope
of 3PL and 4PL stakeholders for greater consumption with minimal
environmental impact and waste.

Fig. 1 represents conceptual framework of the shared economy
model.

2. Research Methodology

An analytical comparative review of related, limited research works
in the field of logistics management in Lithuania was done to eval-
uate the proposed model of shared economy framework integrated
in traditional and e-logistics ecosystems. The review focused on e-
logistics which is a recent developing area of research in Lithuania.
The sustainability of this model was evaluated through multi-criteria
decision-based methods applied to demonstrate its feasibility as a
strategic resource in e-logistics ecosystems’ processes. A critical
review of the literature on the current technological platform was
done to support and identify its accompanying challenges particu-
larly during crisis events such as Covid-19. The review and analysis
done was according to how the concepts of new technologies im-
pact the competitiveness of logistics network systems in the context
of the sharing economy.

Researchers Batarliené and Meleniakas [54], Dabbous and
Tarhini [55], Apte and Davis [56] note that factors such as the
level of application of technology have a significant impact on the
growth of the sharing economy. Moreover, businesses in the lo-
gistics sector have throughout the years created valuable IoT data
[57-58,49,59,48,47], stored and hosted on cloud-based servers pro-
cessed by conventional analytical computer algorithms and applica-
tions, creating the Eol. The management of logistics processes is
strongly focused on data, processing, and transmission. However,
the use of smart technologies is not only for the realization of infor-
mation collection, systemization, storage, and monitoring needs, but
also for the rapid selection and transmission of targeted information
to the end-user. Due to the full volume of information generated
it enables automatic alerts or messages to both creators and users.
The use of smart technologies for the management of logistics proc-
esses can accelerate digitalization, promote resource efficiency, and
reduce environmental pollution as evidenced by Bucaite-Vilké and
Tereskinas [60], Moldabekova [61], Akkad and Bényai [62], Davi-
daviciené et al [63], Wei et al [64], Junge [65], Leichteris et al [66]
and Viederyte [67].



Keisha LaRaine Ingram. Applied Business: Issues & Solutions 1(2022)10-16

Service

inabl h
S Providers

Tools and
Resources

Enterprise
Scalability

benefits/ risks of sharing

Logistics Systems Shared Intangible and Tangible
Resources

_ Conversion of Internet
& 4 W™ L B | amie
s ‘\ (EoT) Platform
W o® @ [=]
@)

anﬁ 'i‘
. 2

Release of monetised shared information,
utilisation of intangible and tangible
assets, ETAs of orders, type of vehicular
deliveries, shared databases and
technology, resources, personnel and
entities involved.

=
&

benefits/ risks of
sharing

Users

Creation and open user access to
monetised tangible and digitalised
intangible assests, ETA
information release on orders,
deliveries, technology, prices,
resources used (green or eco-
based) personnel and entities
involved.

Ubiqituous conversion of
revenue streams from
shared information released

on orders, delivered goods
ETAs, personnel,

technology, resources and
entities involved.

Fig. 1. Conceptual Framework of the Shared Economy Model. Developed by the Author according to Refs. [42,47-49,52-53].

Sustainability issues are seen as the future objectives of the Euro- both private and public sector entities. Though the current analysis

pean Union. These objectives are mentioned in the European Com-
mission programme [68], which focus on saving materials, efficient
energy consumption and reducing waste. The program set ear-
marked the priority areas of the EC for greater cost-effective and
efficient use of resources within the economic activities of each EU
Member State logistics sector that would increase its competitive-
ness and broaden common revenue streams from that sector, sus-
tainably [69-77,62,78-80,42].

Regarding the competitiveness of Lithuania’s logistics sector,
Vienazindiené et al. [81] as well as further research by Bucaité-Vilke
and Tereskinas [60], Katiniené et al [82] and Navickas et al [43] lack
focus on key areas that contribute to the sector’s competitiveness
in Lithuania particularly in commercial enterprises services offered

is focused on suggestions on how the shared model analyzed in a
multi-dimensional approach could improve the competitiveness of
the sector, potential complex unresolved challenges associated with
the sustainability could rebuff the smart technology aspect of the
model as contended by Bhawsar and Chattoopadhyay [83], Vyas et
al. [84], Drobyazko et al. [85], Falciola et al [86] and Rahulina [53].

3. Results and Findings

For the shared economy model recommended for 3PL/4PL systems
in Lithuania, achieved competitiveness are categorized according to
’the intent to share’, ’ecological’ and ’economic risks/benefits’ for
each stakeholder, which correspondingly are: a) intent to share; b)
ecological eenefits; c) economic benefits - see Fig. 2.
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3.1. Intent to Share

At the macro-regional level, the contribution of each EU Member
State’s logistics sector is evident for the common EU economy rev-
enue streams as well as the job-creation capabilities created by the
sector. The sector employs approximately eleven million (11 mil-
lion) persons forming up to five percent (Sthe logistics sector is
expected to grow by more than 50and vital to increasing its com-
petitiveness under a shared economy model. The beneficiaries and
stakeholders set to gain from this model, primarily are: a) enter-
prises; b) consumers; ¢) government. The benefits for each vary ac-
cording to how resources are consumed within the model’s ecosys-
tem and core business models. Nonetheless, a hybrid situation
should be adopted due to the networked structure of the proposed
ecosystem and its impact on the type of resources shared: intangible
and tangible.

Pertaining to ownership transference from shared activities for
intangible and tangible resources that form part the transactional as-
pects of the model, this would vary according to the economic value
interest of the goods and service being shared. Furthermore, it can
be of several forms: non-ownership, renting, accessing, and tempo-
rary transference of ownership which dictates the type of framework
system for the shared economy model recommended for Lithuania’s
competitiveness.

3.2. Ecological Benefits

Several ecological benefits could be described as presented below:

i)  introduction of leaner, sustainable innovative technologies
for management of e-logistics and conventional processes;

ii)  ecological and sustainable use of resources;

iii) greater consumption of resources and reduced carbon im-
print;

iv) establishment of a community consisting of all stakeholders
that are driven by common goals.

3.3. Economic Benefits

Several economic benefits must be described as presented below.

1. Greater costs savings and eco-efficiency of resources.

2. Reduced time and maintenance costs of private and public
infrastructure as well as conservation of energy utilized for
contract execution of each transaction.

3. An interactive database at the governmental level where
new and existing actors can update the goods or services
offered and newer actors can register. This would transform
the logistics industry from competitive to sharing which is
an attractive feature of regional competitiveness.

Ecological
Users Benefits / Risks

!

3 Intentto Share ‘

Shared
Economy
Platform

Service
Providers

Economic
Benefits / Risks

Fig. 2. Key Dimensional Drivers of the Shared Economy.
Developed by the Author.

4.  Generation of a new labour employment model. This new
labour model would be termed as micro-entrepreneurships
resulting from sustainable activities executed in the shared
economy model.

5. Increased anti-theft solutions and greater security of capital
infrastructure and technological resources.

4. Discussions

The sharing of resources, technology and cooperation is not a new
phenomenon in Lithuania’s logistics sector. One the most impor-
tant strategic and operational success factors of this phenomena are
leaner, sustainable systems that are crucial for increasing the attrac-
tiveness of the sector. The analysis done have supplement know-
ledge to the field of sustainability and supply chain management
systems supported by innovative smart technologies. Therefore,
improved technological processes sustained by the shared econ-
omy model could increase the attractiveness and competitiveness
for Lithuania in the following ways.

1. Where logistics enterprises and business entities are more in-
clined towards those strategies that enable the efficient ’sharing’
tangible and intangible assets in e-logistics processes, there will be
more potential to focus less on the ’ownership of things’ and more
towards ’sharing of things’ perspectives. This integration would be
more inclined to consistent sustainable economic stability during
normative and crisis events for Lithuania. Moreover, it would en-
able identification within the shared economy ecosystem the most
important strategic factors for success and future requirements for
sustainable management of the model. Moreover, decision-making
processes concerning improving present physical infrastructure eco-
logically to achieve ’greener’ logistics increase business competi-
tiveness in Lithuania.

2. By analysing the peripheral interconnection between entities
and stakeholders that share resources in the current model, part-
nerships forge according to common economic benefits increases
Lithuania’s competitive advantage regionally. This strategic orien-
tation enables more eco-scalable operations in the sector, particu-
larly with respect to the identification of roles that each stakeholder
and entities would have in the shared model ecosystem. Through
greater consolidation of capital infrastructure and resources at the
national level, government subsidies can be better utilized to moni-
tor tangible and intangible resources of the proposed shared model
economically.

3. Due to the interconnectedness resulting from common shared
activities, improved performance will enable the sector to increase
its competitive advantage. The shared model supported by cloud
computing hosting platforms, EoT and IoT intangible assets, Big
Data analytics will foster greater use of physical and digital assets
more meaningfully. The sharing of common resources increases
greater utilization of available resources flexibility, lowered infra-
structural and operational costs. This leads to quality in the services
offered and enable better process management and planning at the
policy level for the logistics sector of Lithuania.

Research Limitations. The main limitation of this paper is
that more research is needed to explore which policies and prac-
tices would sustainably mitigate waste and greater resource manage-
ment in the industry, through data warehousing capable IoT, EoT and
other cloud hosting platform technologies, both for fourth-party lo-
gistics (4PL) and third-party logistics (3PL) framework systems in
Lithuania. Moreover, it is recommended that further research on
the key areas within the shared economy framework, that directs the
designation and use of the green logistics strategy by stakeholders
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of privately and publicly owned commercial enterprise services is
needed to assess whether commercial competitiveness is sustained
or depleted. This promulgates whether the shared economy model
is attractive for the logistics sector.

Conclusions

1. A decade ago, a new phenomenon called the shared economy
have steadily grown. The shared economy offers new opportunities
for consumers and entrepreneurs as well as the environment through
the efficient use of resources. It can be argued that the shared econ-
omy is a new business model that has a specific competitive advan-
tage over traditional models used in the logistics sector.

2. The logistics sector is one of the main economic drivers for
Lithuania and with it an enviable geographical positioning. The pro-
posed shared economy model is central for promulgating the digital-
ization of the entire logistics sector within realms of sustainability,
thereby garnering both economic relevance and environmental prac-
ticality for Lithuania according to the goals of the 2030 Sustainable
Agenda. Furthermore, the study indicates that the crowdsourcing
capabilities garnered by the shared economy ensures perceived li-
abilities faced by primary and secondary stakeholders are assessed
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Introduction

In 21st century both organizations and users are facing challenges
brought by intense globalization, information, and communication
technologies (ICTs). More and more information is produced world-
wide and distributed through different media channels and newly
emerging platforms, which according to Manuel Castells, created
"Networking Society" [1] and brought "The Information Age" and
informational capitalism [2]. From the user perspective, this situ-
ation brings issues related with how to deal with such amount of
information and maintain critical balance while using sources from
internet. On the other hand, organizations must invent new ways of
attracting user attention to sell their services and products, there-
fore, management would achieve its objectives and provide substan-
tial results. According to Marin Buble, "the changes in the external
environment have led to a number of changes in the internal environ-
ment, especially in the organizational structure"[3:12] also design
[4] and in the communication context it is reflected in customer-
driven marketing environment and "relationship-based marketing",
which show the changes of marketing and communication.

This article aims to discuss the role of communication for 21st
century strategic management and argue that in 21st century com-
munication must be not only implemented in all levels of manage-
ment, but also strategically oriented internally and externally to
effectively maintain the image of innovative organization.

1. The Context

Business environment in the 21st century is constantly affected by
the development of digital technologies and wider processes that
are shaped by economy. According to Robert M. Grant, business
strategy in the 21st century is affected in three main ways: how
companies are flexible and responsive, how they develop strategies
for competing in a broader market space and what are the respon-
sibilities of corporation and role of management [5:444]. Digitally
driven knowledge revolution raised the questions about new direc-
tions in strategic thinking and uniqueness of every company that
must create a unique combination of strategic variables and ma-
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nagement practices [5:449]. This also is needed to gain competitive
advantage in the marketplace, because focusing on strategy funda-
mentals does not necessarily lead to simple strategies and in many
industries increased competition requires that established players ac-
cess new sources of profitability [5]. It is relevant to raise a question
how to create this new source of competitive advantage?

Since the success of any organization depends on "the effective
and efficient use of communication by its workforce" [6:7], it is
paramount to emphasize that without communication it would not
be possible to plan, lead, organize and control the resources of or-
ganizations [7]. Consequently, communication in 21st century has
faced variety of transitions influenced by rapid globalization and
technological innovations that shapes how organizations plan their
communication and are led, organized, and controlled by their ma-
nagement.

According to Kitchen and Burgmann, the multiplication of me-
dia, demassification of consumer markets, and the value of the In-
ternet in today society are just three of the areas in which technolo-
gical innovation has impacted communication [8:1]. A global mar-
ketplace became more transitory through the internet and that may
have led to a customer-driven and focused marketing environment. It
also means that "demassification of markets and outside-in approach
most customers make their purchase decisions based on information
of perceived value and not based only on the information a company
chooses to present to them "[8:4].

On the other hand, organizations started to pay more attention
for communication measurability rather than its planning. More-
over, it was noticed by M. Reid, S. Luxton and F. Mavondo that "in
response to concerns about the impact of hostile marketing envi-
ronments on brand equity and increased management expectations
related to marketing performance and accountability, many organi-
zations considered how to improve the management and integration
of their marketing communication programs using integrated mar-
keting communication (IMC) "[9:110].

Therefore, it is vital to notify that in this age of increased and
fierce competition in the global marketplaces focusing only on ex-
ternal communication and its monitoring and measurability might
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not be enough for the companies to achieve better position in the
market or bring new innovations. According to Drucker, core com-
petencies are different for every organization, but every organiza-
tion—not just businesses—needs one core competence: innovation
[10:119]. One of the new ways of communication management is
connected not only to communication strategy and strategic com-
munication, but additional tools such as IMC as well. Implementa-
tion of IMC in organizations needs to be taken into consideration,
because it requires the involvement of the whole organization and its
agents from the chief executive downward and it needs consideration
from the highest corporate strategic level down to the day-to-day
implementation of individual tactical activity [9:11]. Consequently,
constant learning, training and adaptability to changes should be en-
hanced in organizational communication context.

2. Communication in Organizational Context

There are different descriptions of communication as a process. Ac-
cording to Onyesom and Onyesom, communication is "a process
of generating, transmitting, receiving and interpreting messages in
interpersonal, group, public and mass audience contexts through
written and verbal formats" [6:8]. Another description stresses that
communication is a process of information, ideas, and opinions ex-
change within, between or among individuals, groups, organiza-
tions, nations in a social context [11].

The latter concept leads to organizational context where more
specific group of people is involved in maintaining communica-
tion. That specific group is usually employees of the organization
and even though in early 2000s organizational communication was
seen as internal communication which involves the transactions be-
tween individuals and groups of various levels and in different areas
of specialization and those transactions which are intended to de-
sign and redesign organizations [12], later, it has been observed that
most companies focus more on producing communication plans for
external use, like the development of marketing strategies and often
"internal communication is not addressed in the same way" [13:21].

It is also vital to mention that in the corporate setting, the com-
munication activities are usually targeted to the company’s internal
and external audiences, employing various methods of communi-
cation appropriate for each, therefore, companies form specialized
departments to manage their communication [13:21]. If we are tak-
ing into consideration organization’s strategic objectives and how
they are realized including consequences, communication "needs to
strike a balance of both positive and negative consequences based
on objective measures” [14:95]. It means that certain alignment and
coordination between business units responsible for strategy execu-
tion is needed.

Communication becomes crucially important during changes
within organization and its management and according to Voehl
and Harrington, "you begin at the top, create an enrolment plan,
shift people’s paradigms toward alignment, and have the leadership
team communicate and demonstrate what it will take for every-
one (themselves included) collectively and personally to succeed"
[14:95].

Moreover, there are at least 10 managerial roles [15:7] where the
importance of communication for leadership and management can
be recognized. There is information processing, interpersonal and
decision-making roles. Looking more detailed into these roles you
can find the roles of spokesperson, liaison, disturbance handler, ne-
gotiator and more [15]. These roles are attributed both to leaders
and management, because "managers will need to learn how to lead
while leaders have to learn how to manage" [15:8]. Consequently,

the interrelation between internal and external communication and
acknowledgement and importance of both for management must be
highlighted.

3. Importance of an Image for Company’s
Long-Term Communication Orientation

Specifically, Vladutescu [16] argued that communication is espe-
cially needed in enterprises to:

a) establish and disseminate the goals of an enterprise;

b) develop plans for their achievement;

¢) organize human and other resources in the most effective and
efficient way;

d) select, develop and appraise members of the enterprise;

e) lead, direct, motivate and create a climate in which people
want to contribute;

f) control performance;

g) inform management about regulatory activities of govern-
ment;

h) be aware of the concerns of the immediate community;

i) reduce incidence of industrial unrest if properly managed;

j) establish and disseminate the goals of an enterprise;

k) develop plans for their achievement;

1) organize human and other resources in the most effective and
efficient way;

m) lead, direct, motivate and create a climate in which people
want to contribute;

n) control performance.

There are more detailed factors that shape everyday communica-
tion in enterprises, but mostly they are attributed to management as
their responsibility. Vitorrio Coda emphasized the role of commu-
nication that has impact for the firm’s ability to generate sustainable
profits, that is based on competitive success and the consensus of
different stakeholders (other than customers) and maintaining com-
petitive success and consensus that are key ingredients for fuelling,
rebuilding, and growing the technological, commercial, financial,
organizational, human, and social assets of the firm [17:146]. Inter-
nal and external communication plays a key role "in producing in-
tangibles which enhance the attractiveness of the offering of goods
or services to customers or the offering of collaboration to a given
stakeholder; in selling these offerings to interested stakeholders;
in crafting and disseminating a powerful, attractive image (for the
company and/or the product). As this image paves the way for com-
mercial and social consensus outside the firm, it fuels a positive
pressure to work for the functionality and development of the firm"
[17:146].

Communication and its management in the organization can be
oriented towards short-term or long-term perspective and this is also
crucial while bridging theoretical connection between strategy and
communication.

From a short-term perspective communication is implemented
and managed fragmentally and episodically without unifying goal
and business strategy which links all communication activities
and express companies’ functionality and sustainable development.
While long-term perspective is a basic strategic orientation trans-
formed into integrated management of myriad communication ac-
tivities which are mutually coherent over time and which aspire
to build and enhance a powerful and attractive corporate image
[17:151]. According to Coda, company’s image is essential when
communication is managed with a long-term orientation ([17:151].

Therefore, how the company’s image is being constructed, main-
tained, and represented to the customers really depend on the
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efficient management of internal and external communication,
which should be reflected in communication strategy that later is
integrated in company’s business strategy.

4. Organization’s Image and Position of Brand
Communication

Since the image of a company is reflected through the brand, IMC
as a communication management tool can help to strategically man-
age all brand messages that could build its strong position in the
market. IMC is also "centered on building and leveraging customer
and consumer interests and relationships” [9:12]. Following Reid,
Luxton and Mavondo approach [9], the strategic dimension of IMC
can be grouped under five broader dimensions - see Table 1.

Customer and stakeholder connectivity already shows the impor-
tance of IMC and putting customer first that enhances customer con-
nectivity and organizational responsiveness. While strategic consis-
tency is more related with the brand entity that all parts would send a
message to customers and other stakeholders from whatever source,
and they should be consistent in order to protect the brand image
[9:14].

Cross-functional integration puts attention to the internal and ex-
ternal integration of the organization. It means that top management
needs to be involved to drive the process and at the same time inter-
nal marketing must be managed in order to provide the foundation
for effective IMC planning and reporting [9:15]. If we look more
into external communication and especially how the brand can help
communicate the image, brand orientation "seeks to add value to an
existing or new product or service to give it a competitive advantage
and a reason for customers to choose it" [9:16].

Therefore, IMC can be used to form brand distinctiveness and
value, which later transforms into an image that influence the con-
sumer and the way he sees it. Nevertheless the value "is increasingly
being created outside the physical product by such factors as inter-
actions between the customer and organization, responsiveness to
complaints, and customer needs and expectations" [9]. It leads to
effective internal and external communication, which is important
not only for marketing departments, but to all employees that repre-
sent the brand and the company.

Since more and more processes have to be integrated for con-
sistent management and communication of company‘s image, not
only information, knowledge and changes should be managed and
communicated internally (variety of authors have emphasized the
concepts of knowledge management, learning organization, leader-
ship communication and change management, which are connected
to the strategically oriented organization — for instance, Refs. [18-
20,14], but communication strategy and strategically oriented com-
munication could help to orient organization culture, communica-
tion policy and shape everyday processes, which could bring inno-
vations and maintain organization’s efficiency.

It is important to emphasize industry lifecycle stages that shape
every organization’s management decision related to strategic goals
and their implementation. Depending in which stage the company

is, whether it is pioneering (fragmentation), shakeout, maturity or
decline, different strategic goals must be set. For instance, if the
company is facing the pioneering stage, which is characterized by
low market entry barriers when many small start-up firms start
competing for the exploitation of business opportunities, it can al-
ready prepare internal and external communication strategy, which
can be integrated into business strategy and start pursuing strate-
gic goals. On the other hand, this stage is followed by a shakeout
when barriers-to-entry begin to rise and "mergers and acquisitions
become more common as aspiring market leaders pursue growth
and fight for an increased market share by establishing larger oper-
ations that can yield scale efficiencies and increased profitability"
[21:15], therefore, previous strategy has to be updated and changed
according to new market situation.

5. Importance of Strategic Communication

Since digital technologies are rapidly developing and user-driven
marketing is still very important, there are questions how future
companies would look and operate in this environment. For in-
stance, Zanda highlights wide range of networks that future modern
companies will have to focus on, because relationships create oppor-
tunities for development and economic success [22:178]. Also she
emphasize how this very different environment requires new poli-
cies and marketing techniques, because fundamental orientation of
marketing tends to change: "it is no longer focused on the prod-
uct, market share and the need to sell a particular product to global
consumers, but on the need to create a lasting commercial relation-
ship with the single consumer, to whom various products or services
must be sold over time" [22:179]. Now the fundamental objective is
to develop lasting relationships with the individual consumer and
encourage her/him to purchase a wide range of products or services
that could be called "relationship-based marketing".

This type of commercial relationships constitutes the basis for
creating value. Zanda explains more that, "according to the new
orientation, it is no longer so necessary for companies to stimulate
masses of consumers to purchase to increase total market share. It
is more important to develop and put into practice corporate policy
aimed at getting to know individual customers, binding them to the
firm and its business and creating loyalty to build stable relation-
ships that are reciprocally advantageous. In this way, the company
enters the life of customers, supports them, follows them and, grad-
ually, even becomes pervasive in their lives by sharing values and
behaviours" [22]. Therefore, the brand is of paramount importance.

To coordinate communication internally and externally and make
the brand stronger and maintain the image of the company it is cru-
cial to establish a certain system where communication would be
planned and strategically oriented since "organizations that have ef-
fective communication systems are known to be more e ective than
organizations with poor communication systems" [23:21].

For example, Barnard mention that, the organizational structure
has influence for the planning process [24:59]. Moreover, "system
must operate in a coordinated manner so that decisions and opera-

Table 1. Strategic and Tactical Characteristics of Integrated Marketing Communication (IMC). Adapted according to Ref. [9:14]

Strategic

Tactical

Driven by market-based assets and financial expectations
Customer and stakeholder Connectivity

Strategic consistency

Cross-functional integration

Resource commitment for IMC

Campaign-level consistency
Campaign-level clarity
Campaign-level coordination
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tions at the various organization levels (from bottom to top) are co-
ordinated and thus consistent with each other and directed together
towards the ultimate goals of the company system" [24]. It shows
that certain strategy is required and as P. Drucker would say, "every
organization operates on a Theory of the Business, ... , that is, a set
of assumptions as to what its business is, what its objectives are,
how it defines results, who its customers are, what the customers
value and pay for. Strategy converts this Theory of the Business into
performance. Its purpose is to enable an organization to achieve its
desired results in an unpredictable environment” [10:43].

Organization structure shapes its internal and external processes,
accordingly, not only business strategy has to be established and im-
plemented, but communication strategy as part of business strategy
as well. V. Coda defines communication strategy as it "should unify
and integrate customer and employee needs, the demand for prof-
itability and environmental protection, and so on. Such a strategy
translates into events and messages which combine and converge,
capturing the public’s attention and building consensus around the
firm’s strategic plan" [17:165].

Following Coda, communication strategy has certain objectives,
which are: awareness (modification the attitudes of certain publics),
mobilization (engagement of personnel), commercial (undertaking
initiatives that target customers in some way), disseminating reputa-
tion (carrying out initiatives to increase recognition of the company
or brand in new markets) [17:165-166]. These objectives and ini-
tiatives are followed by the combination of four elements that are:
the messages to convey, the publics to address, the means or chan-
nels to use to reach target audience, and the timing to carry out a
given initiative [17:165]. Once again, these combinations presum-
ably lead to external communication planning, therefore, possibil-
ity to unite external and internal communication should come from
the connection of explicit communication activities with the corpo-
rate/business strategy. It means that the objectives and prerequisites
of communication strategy and business strategy must be properly
communicated, along with the results it promises and the commit-
ment it requires [17:174].

If the companies are trying to maintain new ways of commu-
nication and relationship with clients, the role of management in
determining and integrating communication strategy into general
strategy of the firm is essential. Coda offer these modes of manage-
ment that can be useful while managing communication strategy
[17:174]:

1) be more or less rooted in a solid strategy and shaped by trans-
parency and coherence;

2) use communication mainly for contingent objectives and/or
primarily for strategic purposes;

3) consume image and other intangible resources accumulated in
the past or, on the contrary, strive to enhance and enrich them;
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Introduction

The advent of programming languages has created new opportuni-
ties for human expression and communication with machine. Math-
ematical logic can be supplemented by logic created from nature
using programming language operators, loops, objects, and so on.
Evolutionary processes in nature characterize change in the herita-
ble characteristics of biological populations over successive genera-
tions and ensure biodiversity. Why did nature choose such a goal?
Why not copy/paste? It would be a simple algorithm to replicate
the most perfect population and its behaviour; in an ever-changing
world, however, a biological species must adapt to survive. Imitation
of evolution by artificial intelligence is the main object of investiga-
tion.

The purpose of this article is to classify and evaluate different
aspects of simulating evolutionary processes in scientific articles
of the Scopus database [1]. One database contains not all scien-
tific works on a certain topic, but rather the unified management of
the bibliography of articles; the search system provides equal op-
portunities for selected articles to enter the author’s field of inter-
est. The first section of this paper discusses the methodology of
finding main aspects in certain topic of articles. Text analysis and
co-occurrence network algorithms are used for analysis and visual-
ization. The second section describes the data found in the Scopus
database. The data includes the titles of articles from 20212022 in
the Scopus database, sorted by keywords ’application’, ’evolution-
ary’, ’artificial’, ’intelligence’. This data was compared with data
from 2011-2012 with the aim of identifying trends in scientific re-
search topics. The third section includes a literature review from
five different perspectives.

1. Application of textual analysis to review

For exploratory literature review, we selected a co-occurrence net-
work [2]; this visualisation method is typically used for investigation

of social networks. Research directions, processes and changes are
also analysed using the networks. Notably, Rajita et al. [3] used
machine learning to explore the collaborative relationships among
researchers with the goal of predicting changes in research topics.
Classical collaborative distance (CCD) and refined classical collab-
orative distance (RCCD), together with other community-specific
estimates, are sufficiently accurate predictors of change in stud-
ies. Networks of co-authorship of researchers in different discip-
lines were drawn by Newman [4]; Zhang et al. [5] analysed the
ethical issues of artificial intelligence using the co-authorship net-
work method. An article by Elmsili and Outtaj [6] inspired us to use
co-occurrence networks to select scientific papers on evolutionary
artificial intelligence for review.

Titles of articles during the two periods were taken for the study
with the aim of visualizing trends in selected research aspects. The
algorithm organizes the text, removes stop words, and creates a bag-
of-word matrix using a model. This action allows us to assign
certain numerical characteristics to words, such as the frequency
of repetition of the word. Counting word co-occurrence estimates
relationships between words. Graphs model relationships between
words visually: nodes are assigned to words, and edges are assigned
to connections. The strength of the connection between the nodes
is determined by the weight and thickness of the line. The code
presents a limited number of nodes and connections in the final vi-
sualization because the comprehensive graph is too confusing and
uninformative, so it allows the user to select a keyword in the set
and find its neighbours.

2. Overview of data used in the study

We selected articles exclusively from the Scopus database [1] for
review to ensure that the data would be selected and classified in the
same way. For 2011-2012, the database returned 260 articles; for
2021 and approximately the first half of 2022, it returned 206
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Table 1. Distributions of articles according to scientific field.

Scientific Field Part, % Part, %
2011-2012  2021-2022

Computer Science 49 35
Mathematics 23 15
Engineering 15 26
Decision Sciences 2 5
Biochemistry, Genetics, Molecular Biology 2 4
Energy 2 3
Social Sciences 2 4
Agriculture and Biological Sciences 1 1
Environmental Sciences 1 3
Physics and Astronomy 1 5

articles by selected keywords: application, evolutionary, artificial,
intelligence. The distribution of articles by assigned topics is pre-
sented in Table 1. The last ten years have seen an expanded ap-
plication of Evolutionary Artificial Intelligence (EAI) in a variety
of fields. Ten years ago, research was more focused on computer
science, mathematics, and engineering, whereas in recent years, ap-
plication in almost all other fields of science has doubled. This trend
indicates that newly developed models of EAI are being successfully
applied in various fields.

Evolution represents the term that describes the unique object
of a selected article that unites all aspects of Evolutionary Artifi-
cial Intelligence. The network of titles of scientific articles (Fig.
1) obtained by Matlab code [2] revealed that the centre contains
nodes with higher weights close to the keywords: evolution (52),
intelligence (31), based (30), artificial (26). Important nodes are
found farther from the centre: differential (26), method (20), detec-
tion (24), research (23), analysis (20), data (20), optimization (20),
colony (12), approach (17).

In addition to the most popular words in the centre, Fig. 1 shows
three larger and two smaller wings of word combinations, each re-
presenting different aspects of the topic.

1. The first large group covers method and is mostly related to the
word ’differential’. It is easy to infer that many scientists are
developing new (or improving upon known) methods of evolu-
tionary artificial intelligence (EAI). The differential evolution
method is one of the most popular in this field.

2. The second large group combines articles with ’feature’ and
"detection’. EAI is usually associated with optimization, so
detection is an interesting area of research.

3. The third large group of articles is related to ’date’, ‘research’
and ’analysis’. Data is used in every study, but in recent years
new aspects of data use, security and analysis have emerged.

4. The first smaller group deals with ’approach’. This finding
was surprising and made us look at EAI as a heuristic or even
meta-heuristic application.

5. The second smaller group is related to ’optimization’ and
"colony’. This aspect is closely related to the imitation of evo-
lutionary processes in nature.

The resulting network became the basis for the structure of the
literature analysis. It is important to note that in the initial phase of
the study, more word networks were obtained with the keywords
“application’, ’evolutionary’, ’artificial’, ’intelligence’ and others.
The information in these networks is interesting, but it remains in-
sufficiently clear.

3. Literature review

3.1. Methods

Co-occurrence network by the word *methods’, presented in Fig. 2,
clearly shows that in ten years, the variety of application of methods
has expanded significantly. Thicker lines in the 2011-2012 graph
show two popular methods: differential evolution and ant colony
optimization; in 2021-2022, more methods are used, which already
need to be classified.
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Evolutionary computation is a subset of artificial intelligence that
is most commonly used for optimization by extracting certain vari-
ances from large data sets using several important estimates. These
are usually genetic algorithms, evolutionary or genetic programm-
ing, or swarm intelligence. Because all these methods are heuris-
tic, researchers are constantly striving to improve them and adapt
them to new problems. Ahli et al. [7] combined three evolution-
ary computational methods — global optimization methods (GOM),
the genetic algorithm (GA), and particle swarm optimization (PSO)
— and applied them to hydrological modelling. Differential evolu-
tion (DE) is a method that solves the problem of optimization, in
the form of multiple iterations, in order to improve a possible so-
lution. DE first was proposed by Storn and Price [8] and outper-
formed other optimization algorithms, because it is a very simple
and straightforward strategy. DE is one of the most popular evo-
Iutionary methods due to its easy adaptation, simple design, low
number of parameters and fast operation. Jebaraj [9] adapted DE to
address energy issues, namely: reactive power planning, congestion
management, transmission capability, cost-effective load shedding,
generating equipment commitment, power flow optimization, and
optimal reactive power supply. Yan et al. [10] adopted this method
for the design optimization of x-ray source beam optics. Long and
Gao [11] studied an artificial intelligence training system consisting
of training need, training data, training characteristics, model, and
application to training.

In that research, DE initiates the population and then uses muta-
tion, crossover, and selection to obtain the optimal combination of
SVM parameters. In recent years, researchers have sought to com-
bine genetic algorithms with other known methods with the goal of
increasing the efficiency of solutions, the speed of calculations, and
adapting them to new data sets. The resulting hybrids facilitate solv-
ing a wider range of problems. Liu et al. [12] combined the DE me-
thod with the K-mean classification algorithm to identify anomalies
in artificial crowd intelligence. The differential evolution of param-
eter adaptive schemes is known as adaptive differential evolution
(ADE). Another hybrid was proposed by Yu et al. [13]; it combines
the ADE algorithm with Nash optimization, and then proposes a
Nash-combined ADE method for unmanned aerial vehicle (UAV)
systems. The MAP-elite algorithm looks for the best solution in a
large space by evaluating certain criteria at each point in the space.

Choi and Togelius [14] merged DE with MAP-elites, thereby obtain-
ing higher-quality solutions.

In real life, it is not enough to have a clear goal when making
decisions; oftentimes the decision-maker must compromise. Some-
times the goals contradict each other, and sometimes optimization
results only in a set of good-enough’ decisions, and the choice of
the result depends on the decision-maker. In optimization tasks, this
problem is solved by classifying the tasks into single-objective opti-
mization (SOO) and multi-objective optimization (MOO). The use
of evolutionary algorithms in combination with SOO and MOO al-
gorithms has allowed Lambrinidis and Tsantili-Kakoulidou [15] to
increase their chances of success in developing new, more effective
drugs. For the distribution of various unmanned aircraft tasks,
a multi-objective evolutionary algorithm named D-NAGA-III was
proposed, which effectively optimizes military tasks. Boukhari et
al. [16] improved the hybrid approach of evolutionary strategies and
multi-objective optimization to accelerate the speed of convergence
and applied it to two-objective portfolio optimization.

A new method of MMO was proposed by the Nie and Luo [17].
They did not aim to simplify the multi-objective task; rather, they
developed a method for finding solutions in parallel. The complex
model of rare events can be solved by the complex model proposed
by Wang et al. [18], known as evolutionary multimodal-based multi-
objective optimization (EMO-MMO), which recognizes the most
probable failure points. For antenna engineers, alignment can be
greatly simplified using the methodology proposed by De Melo et
al. [19], which incorporates the non-dominated sorting genetic algo-
rithm (NSGA-II) and multi-objective evolutionary algorithm based
on decomposition (MOEA / D) to easily reconcile several objec-
tives. In recent years, more scientific articles have been written in
the field of computer science than in any other field (Table 1). Such
articles usually involve the development of methods or methodolo-
gies that combine the construction of hybrid models with known
models.

3.2. Detection

There is also a clear difference in the variety of research aimed at
detecting certain properties using EAI between a decade ago and
now (Fig. 3).
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Detection is the specific cognitive ability of a person to recog-
nize useful information in the flow of information. This opera-
tion is difficult to describe with mathematical formulas or statistics,
although a large amount of data is available in this case. Artifi-
cial intelligence algorithms are successfully applied to detect near
other imitations of human cognitive functions. An important area
of application for detection algorithms is medicine, where early de-
tection of disease is very important. Kumar et al. [20] proposed
how to identify cancer-affected regions at an early stage in mag-
netic resonance imaging. This work combined deep learning with
a blockchain and applied the bat algorithm. The benefits are early
cancer detection and easy information sharing without compromis-
ing client privacy.

Furthermore, the global COVID-19 pandemic has challenged
doctors to quickly diagnose the virus. Shankar et al. [21] proposed a
barnacle mating optimization (BMO) algorithm with a cascaded re-
current neural network (CRNN) model named BMO-CRNN, which
can detect a virus from chest x-ray images using an algorithm that
simulates the barnacle life cycle from eggs to adult life. The pro-
posed BMO-CRNN model detects COVID-19 with an average ac-
curacy of 94.82%. Afza et al. [22] proposed a more accurate and
faster method for detection skin cancer by incorporating a hybrid
deep features selection (HDFS) method in a classification algorithm.

Detection is also very important in identifying fraudulent be-
haviour. The detection of cyber-attacks in the field of the Internet of
Things (IoT) has been investigated by Fatani et al. [23]. Their tran-
sient search optimization (TSO) generates a population, and opera-
tors such as recombination and mutation of the differential evolution
(DE) algorithm are used in conjunction with convolutional neural
networks that act as extractors of certain properties. The result of
this combination of algorithms is a significantly improved accuracy
in classifying fraudulent events. A multi-step process consisting of
an evolutionary bag-of-ngram approach, a genetic algorithm (GA),
and a convolutional neural network (CNN) is used to detect malware
in cloud computing [24].

The action of detection is related to rare events, also called
anomalies. Florkowski [25] proposed segmentation techniques for
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feature extraction, anomaly detection, and trend evolution using
convolutional neural networks for the detection of coherent forms
in the images. With the help of business analytics, companies, sup-
pliers, and customers are connected into a single system where in-
formation and data are shared. It is therefore important that com-
puter networks run smoothly. Computer network failure detection is
the focus of a study by Ge [26], who improved particle swarm op-
timization (PSO) and merged it with radial neural network function
(RBF). Improvements in evolutionary algorithms have resulted in
good (89.3%) accuracy as well as shorter computer network failure
detection times.

Business analytics also seeks to extract information from a huge
stream of textual data. Textual and sentiment analysis allows us to
measure customer or employee opinions and make more useful de-
cisions. Erfanian et al. [27] used textual data from Twitter for the
purpose of detecting certain events and their evolution on the social
network. Their proposed evolutionary approach involves two steps:
in the first stage, events are detected in the text, and in the second
stage, changes in the terms associated with the events are detected.
Social networks are also of interest to researchers as a source of
community dissemination and exchange.

The mechanism of community discovery on social networks is
combined with community change in the work of Rajita et al. [28].
In their work, community change is detected as an event using the
Cuckoo search algorithm, and it involves three steps: detection of
the communities for each timeframe, identification of a proper fit-
ness function, and computation of the similarity and events. Know-
ledge of social networking communities can be successfully applied
in marketing, politics, disaster recognition and management, and
more.

EAI algorithms improve solutions to field-specific problems,
such as the circle detection problem in images by using Bee Colony
algorithms [29], detection of internal short circuit (ISC) within
lithium-ion batteries [30], and detection of students who complete
their undergraduate studies on time by predicting student’s attrition
rates [31]. In conclusion, it can be said that EAIs are not only opti-
mization algorithms but are also increasingly applied to detection.
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3.3. Data

In the scientific articles of 2011-2012, data were analysed in two di-
rections: data extraction and application. In 2021-2022, we even see
several clusters of nodes (Fig. 4) that are associated with different
methods, new technologies and novel application possibilities.

In each study, the choice, availability, or lack of data plays an
important role. In the application of EAI, the data determine not
only the application sector but also the heuristic nature of the so-
Iutions. The growing use of big data for community purposes is
also creating new challenges, such as data integrity, privacy, secu-
rity, and reliability. Data usage issues are particularly acute in smart
city applications. Chen et al. [32] used evolutionary algorithms to
solve data management problems, adopting good data availability
and process optimization practices from big data analytics. The use
of big data faces data transfer challenges such as security and re-
source savings. Chaitra and RaviKumar [33] solve these problems
by creating a model and incorporating evolutionary algorithms into
it. Secure data sharing is also very important in medicine. Kumar et
al. [20] combined blockchain technology with convolutional deep
learning algorithms, and applied data pre-processing techniques to
the data, which include the bat algorithm and data augmentation
technique. This adaptation made it possible to eliminate noise and
improve the efficiency of the calculations. This study is useful for
hospitals, testing labs, research centres and other institutions.

In computer networks, where countless requests occur simulta-
neously, reliability is very important in data distribution systems.
Bokhari and Theel [34] solve this problem by using evolutionary al-
gorithms that make it possible to reduce cost without significantly
reducing data availability. Data communication, data transfer and
data security are very important in building the aviation of the FU-
TURE 4.0 Project. These data usage issues have been addressed
by Sekera and Novdk [35], who reviewed the possibilities of using
new technologies. The use of personal health data (PHD) in the
three aspects of medicine, computer science, and management has
been examined by Gong et al. [36]. Although their article exam-
ines how knowledge about PHD has evolved over the past 20 years,
it remains relevant to the development of new safe PHD technolo-
gies. Scientific research uses not only numerical data, but also other

forms of data such as pictures [21,37], hyperspectral imaging [38]
and mapping [39-40]. In the information age, data challenges users
to balance the cost of resources used and return opportunities, data
privacy, security, and fast and convenient data availability.

3.4. Approach

Networks according to the word approach are shown in Fig. 5. In
2011-2012, the most popular approach was ant colony optimization,
and in 2021-2022, we can identify several clusters: optimization,
artificial intelligence, machine learning, proteins, and classification.

The optimization approach means that the solution method does
not guarantee an exact solution with mathematical formulas, but
rather provides a potentially useful heuristic approach to the optimal
solution. Almosnino and Cappelletto [41] proposed an optimization
system based on an evolutionary algorithm that allows the mod-
elling of human motion functions. The obtained scenarios mimic
various doctors’ decisions and facilitate predictions of the course
of treatment. The many layers transfer learning genetic algorithm
(MLTLGA), developed and tested by De Lima Mendes et al. [42],
is an evolutionary approach that has found application in medicine
for the classification of pneumonia from chest x-ray images. The
application of evolutionary and particle swarm optimization algo-
rithms by Polkowski et al. [43] allowed them to obtain a better op-
timization approach during observation of query plans along with
database servers. The machine learning approach is perceived as a
rough learning from the data presented, lacking reference to a pre-
determined equation or model. Adeleke et al. [44] used compounds
of genetic algorithms to determine seasonal changes in the composi-
tion of physical waste, which could be very beneficial for optimizing
municipalities’ waste management approaches, although the study
was conducted only in South Africa.

The artificial intelligence (Al) approach includes the capabilities
of computer algorithms such as acting humanly, thinking humanly,
thinking rationally, and acting rationally. Nayeri et al. [45] classifies
techniques based on artificial intelligence into three groups: evolu-
tionary algorithms, machine learning algorithms, and combinatorial
algorithms; they further divide the application of evolutionary algo-
rithms in the fog computer into swarm intelligence, genomic
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mimetic and search based. The review article summarizes the
research of many authors to solve fog computing problems and
concluded that evolutionary algorithms have focused on providing
efficient load balancing methods, whereas EAI solves fog comput-
ing problems best in conjunction with machine learning algorithms.

Abdollahizad et al. [46] modelled susceptibility to landslides by
comparing three metaheuristic methods including grey wolf opti-
mization (GWO), particle swarm optimization (PSO), and shuffled
frog leaping algorithm (SFLA). The approach of artificial intelli-
gence can successfully predict phenomena such as landslides.

Knowledge of microbiology has inspired scientists to create ar-
tificial intelligence systems that mimic processes in protein cells.
Repecka et al. [47] developed an artificial intelligence network that
generates new protein sequences from a complex family of amino
acid sequences. Rives et al. [48] integrated the knowledge of pro-
tein sequences into a model based on unsupervised Al, which can
convey information about the main properties of proteins. Gopinath
et al. [49] performed multidimensional experiments by creating ar-
tificial multidimensional pulse sequences.

The classification approach is also associated with EAI. Cza-
jkowski et al. [50] developed an evolutionary heterogeneous de-
cision tree, whose application to cancer detection yielded relatively
good accuracy. Afza et al. [22] used classification by extreme learn-
ing machine for detecting and classifying skin cancer.

3.5. Colony

Fig. 6 shows that ten years ago, the word ’colony’ was significantly
more popular than in recent years. The reason may be that many new
algorithms simulating the behaviour of living things were developed
ten years ago, and now researchers are already using a selection of
these known and tested colony algorithms.

Swarm intelligence is a term derived from biology; it describes
the collective behaviour of living things — specifically their self-
regulation in optimizing the use of resources and in preserving and
propagating the population. With the development of programming
languages, logical operators can use not only mathematical logic but
also logic created by nature. Particle swarm optimization (PSO),
colony optimization (CO) and their variants are the most common
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heuristic descriptions of artificial intelligence algorithms [51], al-
though colony simulation is not limited to optimization, also be-
ing used for detection and prediction. Kadkol [52] has explored
the mathematical side of the PSO algorithm in depth. Mittal et
al. [53] compared the characteristics and application possibilities
of different PSO modifications and hybrids with other optimization
algorithms. Chen et al. [54] conducted a comprehensive review of
the optimization capabilities of PSO algorithms.

Ant colony optimization (ACO) is an algorithm that mimics ants’
ability to transfer pheromones to food sources outside the anthill.
Artificial intelligence mimics this behaviour through the interaction
of agents. Since the late 1980s, when the ACO algorithm was first
developed, ACO has been used to graphically find the best path to a
goal. In recent years, however, researchers have been tackling other
challenges. Liu et al. [55] use ACO to optimize two goals: distance
and time. For this purpose, agents are assigned different properties
of the ant elite and the ant lion using the mutation algorithm. Li
[56] improved the selection of path nodes and the regulation and
control of pheromone concentration in ACO, which improves the
quality of path optimization. Kounte et al. [57] examined the evolu-
tion of evolutionary algorithms with a stronger focus on solving the
vehicle routing problem and traveling salesman problem with ACO.
Qi et al. [58] combined ACO with genetic algorithms and obtained
an improved algorithm that can develop each individual’s collective
intelligence and force them to evolve along with swarms.

The artificial bee colony (ABC) algorithm was first proposed by
Karaboga [59] for single- and multi-target optimization. Artificial
bees, which have different targets, fly in a multidimensional space
and search for food sources with the greatest amount of food. If
one bee finds an amount of food greater than that found by the other
bees, it captures that location and passes the information on to other
bees. In recent years, researchers have been refining the ABC algo-
rithm. Zhang et al. [60] applied the improved fitness function and
improved update strategy of food source and improved the quality of
the solution. Aslan [29] supplemented the ABC algorithm with two
improvements; the first used only the most abundant food sources
found by artificial bees, and the second used all food sources, even
those left by bees. The combination of these improved solutions en-
ables the use of an algorithm not only for optimization but also for
detection. Over time, scientists have developed many different
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algorithms. Solgi and Lodiciga [61] compared the bee system (BS),
mating bee optimization (MBO), bee colony optimization (BCO),
bee evolution for genetic algorithms (BEGA), bee algorithm (BA),
artificial bee colony (ABC), and bee swarm optimization (BSO)
global optimization and perceived that ABC is best suited for all
seven purposes, whereas others specialize in optimizing certain fea-
tures.

The firefly algorithm (FA) was proposed by Yang [62]. Kaur et al
[63] investigated FA to efficiently apply this algorithm to the relay
coordination problem. The authors have studied and applied to the
new field three main behavioural features of fireflies.

1. One firefly attracts the other irrespective of their sex because
they are unisex in nature.

2. Fireflies’” attractiveness is inversely proportional to distance
and directly proportional to brightness.

3. The brightness obtained depends upon the fitness function of
the firefly.

Yang and Deb [64] developed a cuckoo search algorithm based
on information collected by biologists about cuckoos’ aggressive
breeding strategy. This optimization algorithm can be multi-
objective because the nest can contain several eggs that represent
different solutions. Rajita et al. [28] applied the cuckoo search (CS)
algorithm to social network research, which first detects a certain
community, then identifies selected features, and then counts com-
munity group similarities and events. The authors compared CS
with the already-known particle swarm optimization (PSO) and ant
colony optimization (ASO) algorithms for solving a selected social
network problem.

Yang [65] developed a bat algorithm (BA) that mimics micro-
bats’ use of echolocation, flight, and the ability to emit and rec-
ognize sounds of different frequencies. Huang et al. [66] applied
the bat algorithm to improve the study process by using multiple
intelligence tasks and assessment methods. The monarch butterfly
optimization (MBO) algorithm was descripted by Wang et al. [67]
and Ghetas et al. [68]; its novelty is that it relied on the migration
behaviour of individuals. Self-adaptive crossover (SAC) operator
creates new, more perfect individuals in the population, as select-
ing the best can significantly speed up processes. Feng et al. [69]

summarized the contributions of many authors in improving MBO,
creating new modifications and hybrids, and evaluated the field of
application of this algorithm. Pierezan and Coelho [70] were the
first to develop and study an optimization algorithm based on coy-
ote behaviour. The proposed coyote optimization algorithm (COA)
is an extension of grey wolf optimizer (GWO), from which it differs
in that it does not use hierarchy and related rules in the popula-
tion, but rather divides it into small groups that exchange experience
rather than simply hunting for prey. Li et al. [71] improved COA and
applied it to image segmentation based on fuzzy multilayer thresh-
olding. The results obtained show a very good potential for their
use in medicine, where accuracy is crucial. Sulaiman et al. [72]
proposed a new barnacle mating optimizer, which achieved efficient
optimization results by testing 23 mathematical equations. Barnacle
is a marine crustacean with an external shell, which feed by filtering
particles from the water using their modified feathery legs. Shankar
et al. [21] applied BMO in an artificial intelligence-based diagnosis
model for Covid-19.

Microbiology and medical knowledge have also inspired scien-
tists to create algorithms that simulate the behaviour of viruses [73]
and the processes of changes in immunity [74].

The use of colony logic in algorithms has been criticized by
scientists for using easy-to-remember, imaginative names borrowed
from nature that can obscure scientific novelty. However, the mar-
keting appeal of such algorithms makes it easier to recognize the
differences and purposefully choose them for application.

4. Discussion and limitations

Several choices were made that determined the content of this arti-
cle. The first choice is that of selecting the Scopus database of scien-
tific articles, which stands out for its high-quality requirements and
wide coverage of topics. Because there are many other databases
available, the choice to use a single database is a major limitation of
this article. In addition, because it takes longer to publish articles
than to give a seminar, the latest scientific achievements are perhaps
first presented at conferences. The price of publications also plays a
significant role, which is especially relevant for scientists with fewer
economic resources.
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A second choice was the use of a collaborative network for article
classification and selection. The main dilemma here is whether to
leave the review writing to a machine. Before writing the review,
the author had a different idea of the distribution of articles and a
different understanding of the main subtopics. The network created
other priorities, and comparing articles from a decade ago and now,
aspects of EAI from network are on the newer side.

The third choice is the use of the keyword *evolution’; this choice
is the most subjective. The keywords by which the articles were se-
lected are not suitable here, so a word was searched to combine the
topics. As aresult, five sub-themes were obtained. Methods, colony,
and detection are the topics most often associated with EAI Data is
also a very important aspect of EAI, but articles in this area have
given rise to nuances such as data security and privacy. Approach is
the most unexpected — but no less interesting — subsection.

A graphical comparison of co-occurrence networks a decade ago
and now reveals a growing diversity of research directions. The sin-
gle topic of swarm intelligence has narrowed.

Our research can be extended in several directions. This could
be done first by looking at more databases of scientific articles, or
by comparing this database articles to the research results of another
very well-known database, Clarivate Analytics Web of Science. An-
other approach would be to look through the mapping of EAI appli-
cation sectors.

Conclusions

In this study, we used information from the Scopus database on 206
articles from 2021-2022 and compared them with scientific articles
from a decade ago. For research use, co-occurrence networks have
identified five important research subtopics in recent years: me-
thods, detection, data, colonies, and approach. During the decade,
research directions increased in all subtopics, except for the field of
colonial intelligence.

The differential evolution method remains the most popular;
however, there is a need to use not only single-objective optimiza-
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Introduction

Lithuanian school graduates have a large variety of study programs
and universities to choose from. The problem of choosing a uni-
versity and study program is complicated by the phenomenon of
unique combination of each university and study program. Approx-
imate number of universities could be obtained from Ref. [1]: in
EU - 3400; in Europe - 5700; in the World — 31100.

The school graduates do not have information for assessment of
their individual opportunities for successful completion of various
study programs at various universities. It is leading to the problems
of high dropout rates [2-3], students switching from one study pro-
gram to another [4], increasing the period of obtaining university
education [5] and low efficiency of university education [6-8]. At
the same time, universities already possess such information, but do
not share it with other stakeholders of educational market. Elimina-
tion of data silo may create new services for data-driven educational
decisions and rise the efficiency of university education [9-10].

The R&D Project: "Advanced data analysis and forecasting in
education” [11] is dedicated to solving this problem. The project
aims to create pan-European undergraduate study program search
system (USPSS) for school graduates. Analysing information from
Lithuanian universities and electronic school diaries on individual
performance of pupils and students, the system advises the most ap-
propriate study programs to school graduates. Analysis of data on
VGTU students confirmed the existence of central tendency, a pos-
itive correlation between the level of performance in certain school
disciplines and the results of further education in certain university
study programs [12]. Accordingly, it is possible to create predictive
models of university learning results based on demographic data and
school learning results. The USPSS suggestions are based on crite-

ria of successful completion: a) low probability of dropout, failing
exams or passing after many retakes, switching study programme;
b) high probability of admission, successful graduation, and career
etc.

This work is aimed to solve the following tasks.

1. Review the existing literature on the application of Data
Science in the education sector to predict students’ achieve-
ments and learning results.

2. Analyse the student data of Lithuanian universities, including
students’ school marks and their adjustment into a single scale
in accordance with the LAMA BPO algorithm, to identify
the correlation between students’ characteristics at the time of
their admission and their future performance at university.

3. Examine LAMA BPO algorithm, based on students’ data from
two Lithuanian universities and confirm or refute the possi-
bility of creating an optimal algorithm for adjusting school
grades into a single scale based on a positive relationship be-
tween the level of performance in certain school disciplines
and the results of further education in certain study programs
at the university.

4. Suggest further research directions.

1. Literature review

Many authors tested different Data Science methods to predict stu-
dents’ achievements and learning results. Existing research can be
divided based on data sources used: 1) behavioural data (click-
stream analytics, pages visited, time spent, etc.) from online learn-
ing systems [13-16]. 2) student’s previous grades - articles based on
student performance should be considered in more detail, since they
have a similar data structure and algorithms.
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Alsuwaiket et al. [17] applied Naive Bayes and Random Forest
algorithms to forecast students’ second year averages based on their
first-year averages. The results obtained by researchers especially
interesting as data gathered for research was from similar study
programs and departments with similar names as we are going to
analyse in case of VGTU (Vilnius Gediminas Technical University)
(study programmes Civil Engineering, Computer Science, Electri-
cal and Computer Systems, Engineering, Mathematics, Mechanical
Engineering, Business). Random Forest algorithm was more accu-
rate. Accuracy measured by using Area Under the Curve (AUC)
method, that provides an aggregate measure of forecasting model
performance.

Similar to previous research Hasan et al. [18] used classification
approach to forecast future university learning outcomes, based on
relatively small dataset of 1170 students. They applied K-Nearest
Neighbors and Decision Tree (with ID3 algorithm to determine the
root). Decision Tree was more accurate in predicting student perfor-
mance.

Kostopoulos et al. [19] applied Bayesian network, Naive Bayes,
Decision tree (C4.5), K-Nearest Neighbors and Sequential Minimal
Optimization to forecast future marks based on dataset of 340 stu-
dents. Marks of two previous academic semesters were used as in-
dependent variables. The highest accuracy is 72.94% was achieved
by the model developed based on Naive Bayes.

As Panessai et al. [20] aimed their study to predict the student’s
attrition and failing to complete the course, it unites them with this
research work. Other similarity is study programme name they anal-
ysed: Software Engineering at Universiti Pendidikan Sultan Idris.
In present research we are going to analyse 595 student’s data from
VGTU Software Engineering programme (Panessai et al. [20] an-
alyzed data of 123 students) along with student’s data from other
42 VGTU and 8 LSU study programs. But Panessai et al. [20]
used learning outcomes data of already admitted students, grades
for: mid-term exam, group project, quizzes, coursework, and other
assessments.

Contrary we use school learning outcomes as independent vari-
ables to predict student’s failing to complete the course and other
student’s performance results. Further add to differences is clas-
sification approach chosen by Panessai et al. [20]. They applied
Naive Bayes, Generalized Linear classification, and Decision Tree
methods to predict the final grade (A, B, C, D, E, F). The high-
est accuracy (79.18%) was achieved by forecasting model developed
based on Decision Tree (C4.5 algorithm) method.

Lietal. [21] clustered student grades across three college courses
(Physics, Career Planning and Management, Chinese Language
and Literature) for teachers to make better decisions on delivering
quality education. This is an example of unsupervised learning and
therefore has no target variable to predict. By applying Fuzzy C-
means method Li et al. [21] divided learning outcomes of three
university courses in four groups: "Great", "Good", "Average" and
"Bad". Therefore, the applicability of research results is limited to
visualization and analysis of the status quo. The analysis is based
on a small dataset of 246 students from Huagiao University. In con-
clusion authors propose possibility of application of Support Vector
Machines and Artificial Neural Network to predict students’ grades.

Rajab and Ramadan [22] aimed their research at predicting
Grade Point Average (GPA) based on grades in the first and sec-
ond semester, non-public and social factors such as living location
(dormitory or apartment), and attendance. But instead of employing
regression-based forecasting methods for predicting numeric values,
researchers used classification methods dividing predicted GPA into
four classes: First Class, Upper Class, Lower Class, Pass. As the re-
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search is based on a small dataset of 72 student records from the
College of Health Science at the State University of Zanzibar, the
results obtained may be just random coincidences. For example,
only 2 out of 72 rows in the dataset classified as "Pass" (the lowest
result), both rows represented female students with very good at-
tendance and good/very good level of secondary school completion,
living in apartments, etc. Based on such characteristics, the Data
Science model may predict similar female students to get the lowest
results. However, for male students, such a forecast is impossible,
since there are no corresponding records in the data based on which
the forecasting model was trained.

The choice of modeling methods used by researchers looks con-
troversial since all methods are based on a Decision Tree algorithm:
C4.5, Iterative Dichotomiser 3 (1ID3), Classification and Regres-
sion Tree (CART), and Chi-square automatic interaction detection
(CHAID). For example, it is not clear why they use ID3 (precursor
to C4.5 algorithm) together with its successor C4.5. Predictably,
ID3 was least correct, while CART demonstrated an exceptional ac-
curacy of 100%.

Table 1 represents the applicability of university learning results
prediction studies to current research.

2. Methodology

2.1. Data preparation: analysis, parsing, trans-
formation, and cleaning

Current research based on the data of 24341 Vilnius Gediminas
Technical University (VGTU) and 2137 Lithuanian Sports Univer-
sity (LSU) students. Characteristics and structure of the original
dataset contain following statements.
1.  Admission year to university Bachelors’ study program in
(VGTU: from 2009 to 2021, LSU from 2010 to 2019).
2. Country where admitted student studied at school (19 coun-

ties).
3. Gender (M/F).
4.  Year of school graduation (from 1979 to 2021).

5. Age at the time of the admission to university (from 17 to
58).

6.  Drop out of the university ("true" - student dropped-out,
"false" - not dropped-out, "changed in the study pro-
gramme" - student switch to another study program at the
same university).

7. Number of courses failed to complete (study courses with
the mark lower than 5 in a 10-point system was identified as
failed). In the dataset minimum number of failed courses is
0 maximum is 49 of failed courses per student.

8. Number of retakes. In the dataset minimum number of re-
takes is 0 maximum is 94 per student.

9.  Average university grade.

10. Name of study program.

11.  Year of university graduation.

12.  Type of financing (state funded position / paid by student).

13. Information about school subjects (courses) and school
marks includes:

i) course name;

ii) level of education: "A", "B", "S", "M", "T";

iii) type of grade: "annual school grade", "school exam" or
"state maturity exam";

iv) course mark.
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Fig. 1. Fragment of the dataset with school marks data.

Fig. 1 shows different types, levels, and scales of school know-
ledge assessments for courses in "Lithuanian" and "Foreign lan-
guage". Here we see a difference in the grades of the same school
subject. The first student‘s annual school grades in Lithuanian are
4 (A level) and 7 (B level). In addition, the student has 10 (B level)
for school exam and 30 for state exam. Also, we can see another
student with double annual school marks in foreign language: 9 (A
level) and 9 (B level), and 8 for the school exam (A level) with 70
for the state exam (Fig. 1).

To build correctly functioning forecasting models and predict
successful completion of study programme, it is required to adjust
all school marks into a single scale. The algorithm developed by
Lithuanian Association of Higher Education Institutions for General
Admission (LAMA BPO) was chosen for that purpose [24] . LAMA
BPO is an Association the purpose of which is to organize and co-
ordinate general admission to Lithuanian institutions implementing
study and training programs. This algorithm was implemented in
the processing of the data of Lithuanian universities and schools.
According to the LAMA BPO algorithm, school final exams and
annual grades have several types of adjusting coefficients.

The state exam grades of 16-100 points scale are adjusted into the
single scale according to the Eq.(1):

Y =4+ (X — 16) % 0.07143 )

where Y represents the grade adjusted to the single scale; X repre-
sents the grade of the state exam. As can be seen from Table 2, the
value of annual school grades is significantly inferior to the value of
final school exam grades. According to the algorithm, if there are
several grades for a school discipline, then after adjusting them into
a single scale, the maximum is selected. This grade is considered an
assessment of the pupil’s knowledge of the school course. Following
the LAMA BPO algorithm, let’s determine the grade in Lithuanian
based on the data from Figure 1: the annual school grade of A-level
will become 3.6 (see Table 2), the annual school grade of B-level
will become 2.3, the school exam grade of B-level will become 7.2,
and the state exam grade will become 5 - see Eq.(1). The maximum
value is 7.2, this value is taken as an assessment of Lithuanian.

To process data and convert school grades into university en-
try points, based on the LAMA BPO algorithm, KNIME Analyt-
ics Platform was used (Fig. 2, 3, 5). Since in the original dataset,
all grades of the applicant are in one cell through the separating ";"
(Fig. 1), then to process each grade, program divided each cell by
number of grades. For this, purpose node "cell Splitter" is used (Fig.
2). Because each grade of school discipline has three types of

Cell Sp!it:er String I‘anipulabon Cel:Splitter Stringl:anipulatiotel:smmer
» [l » > i > > [l » > > i >
Define marks level Define rules
Variable Variable
Expressions Expressions

x ot ) & @

q

Fig. 2. Converting school marks into a single scale: data preprocessing.

characteristics: grade value, grade type and level, then to process,
for example, four different grades in Lithuanian at the end of this
step we get 12 columns with grades characteristics. Variable Ex-
pressions - assigns the iteration number to the name of each column
so that the grades and their characteristics are not confused (Fig. 2).

The program shown in Fig. 3 creates rules to convert school
marks by using the LAMA BPO algorithm. Each rule is written by
two nodes ("Table Creator" and "String Manipulation") then rules
are merged in one table (Fig. 3). Fig. 4 shows conversion table with
the rules (conditions) and conversion values.

The last phase of converting school marks into a single scale is
implementation of rules from Fig. 4 and Eq.(1) - as presented in Fig.
5. At the final stage of data processing, cleaning was implemented
to process missing values, missing students, etc. This form initial
dataset for creation of prediction models of successful completion
of study programs.

2.2. Modelling the academic performance at
university

For each of the mentioned criteria of successful completion each
study program of each university, it is required to create a predictive
model. For that purpose, forecasting factory was developed based
on KNIME Analytics Platform. forecasting models were built using
data of 24341 Vilnius Gediminas Technical University (VGTU) and
2137 Lithuanian Sports University (LSU) students who studied from
2010 to 2020. At the top level of the loop the forecasting factory it-
erates over universities, picking students data of new university at
each iteration.

The second level of the loop iterates over parameters of success-
ful completion of study programme (GPA, number of fails to com-
plete the courses, etc.). The third level of the loop iterates over
study programmes creating predictive models to forecast parameters
of successful completion for each study program. For example, the
forecasting model to predict the number of fails to complete courses
in the study programme "Air Traffic Control" was developed based
on Ensemble of Regression Trees algorithm (Fig. 6).

Table 2. Adjusted school annual and final exam grades according to the LAMA BPO algorithm.

Assessment scales

School ten-point scale

4 5 6 7 8 9 10
Adjusted A-level, S-level, no-level school exam grade 4.4 53 6,1 7,0 7.9 8,7 9,6
Adjusted B-level school exam grade 3,3 4,0 4,6 53 59 6,5 72
Adjusted A-level, S-level, no-level annual school grade 3,6 3,9 42 4,5 4,8 5.1 54
Adjusted B-level annual school grade 1,8 2,0 2,1 2,3 2.4 2,6 2,7
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Fig. 3. Converting school marks into a single scale: formation of rules for adjusting school grades into a single scale.
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Fig. 6. Predictive model creation to forecast the number of fails to complete courses in the study programme "Air Traffic Control" based

on KNIME Analytics platform.

For each parameter of successful completion of study pro-
gramme, models are created and tested, based on seven basic fore-
casting algorithms (those algorithms differ depending on predicted
parameter). The models go through stages of parameter optimiza-
tion and backward feature elimination to improve their accuracy. As
a result, the model with the smallest prediction error is selected to
be stored in USPSS.

Iterative work to improve the accuracy of the models created by
forecasting factory led to the result after which any of forecasting
factory setting updates caused a decrease in the accuracy of the
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models created. Since the potential to increase the accuracy of fore-
casting models by further program changes has been depleted, the
decision was made to try changes in pre-processing logic of incom-
ing data.

This led the authors of the article to formulate a hypothesis:
the LAMA BPO algorithm is non-optimal in adjusting final school
grades of Lithuanian school graduates into a single scale. Proba-
ble reason is that LAMA BPO algorithm overestimates the level of
school knowledge of some pupils and underestimates it for others.
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This can reduce university performance, because in some cases,
"weaker" pupils are admitted to university instead of more "power-
ful" ones.

As an optimality criterion for the new algorithm, we choose the
minimization of the error of the predictive models of the results of
subsequent education at the university.

This criterion assumes that there is a positive relationship be-
tween the level of performance in certain school disciplines and the
results of further education in certain university study programmes
(simplified - the higher the performance at school, the more success-
ful the university education will be). This relation was confirmed
based on the analysis of data of VGTU students [12].

It follows that the more accurately we determine school perfor-
mance, the more accurately we can predict university performance
(the error of the predictive model will be less).

To prove the hypothesis, it is enough to find at least one option of
adjusting school graduate’s grades into a single scale, different from
the LAMA BPO algorithm, which will provide consistently more
accurate predictions of further learning results at the university. To
do this, different options were tested to bring the school grades into
a single scale. The generation of models for predicting results of
education at the university was carried out, the accuracy parameters
of the models were calculated, and compared.

The root-mean-square error (RMSE) was used as a criterion for
the assessment of accuracy of the models. RMSE is quadratic mean
of differences between predicted values and observed values [25]. It
shows how concentrated the predicted and actual values of indica-
tors are [26]. The lower the RMSE of the model, the more accurate
the forecast it gives [27].

The difference from the LAMA BPO algorithm was that not only
the maximum values of the grades adjusted into a single scale were
considered. The decision was made to create predictive models
based on minimal, mean, median and max marks for each school

course:
1) MINIMUM - from all marks for each school discipline, a min-

imum is selected;

2) MEAN - the average is calculated for each discipline;

3) MEDIAN - the "middle" of a sorted list of marks;

4) MAX - from all marks for each school discipline, a maximum
is selected.

All 4 variants alternative to the LAMA BPO algorithm were de-
veloped based on the principle of increasing the weight of annual
school grades, with the weight of school and state exams unchanged.
The variant that provided the highest accuracy of the forecast, i.e.,
the smallest RMSE is presented in Table 3.

Accuracy parameters of predictive models (RMSE) are saved for
subsequent analysis. Those RMSE of models predicting GPA are
presented in Table 4. The method of constructing the most accurate
forecasting model is indicated by following abbreviations.

1. ERT, Ensemble of Regression Trees, described by Loh [29];
2. BART, Bayesian Additive Regression Trees, described by
Friedman [30];

3. SGBRT, Stochastic Gradient Boosted Regression Trees, de-
scribed by Friedman [31];
4. RF, Random Forest Regression, described by Breiman [32];
5. PNN, Probabilistic Neural Network, described by Berthold &
Diamond [33].
The table cells with the RMSE of most accurate forecasting mod-
els are highlighted in colour (Table 4).

3. Results and discussion

It was found that the RMSE of models created based on data ad-
justed by LAMA BPO algorithm is higher than the similar indicator
of the models based on data adjusted to single scale based on algo-
rithm prepared by the authors [28], see Table 4.

Based on Table 4, we can conclude the following outcomes.

1. For the deployment of the models, it is better to choose from
models developed on different data sources (Min, Median,
Mean, Max mark), e.g., for some study programs higher ac-
curacy could be achieved by considering not Median or Mean
mark, but min marks as for study programme Multimedia De-
sign.

2. The most accurately determining the level of knowledge of
school disciplines, and therefore allowing to predict the suc-
cess of studying more accurately at the university, are the me-
dian and mean of marks values of the grades adjusted to a
single scale.

3. The average RMSE of models built based on data adjusted by
the LAMA BPO algorithm is the highest and is 0.574 (Table
4). The average RMSE of models built based on data ad-
justed by the algorithm proposed by the authors of the arti-
cle is significantly lower. It should be emphasized that our
algorithm is more flexible and the system each time selects
and saves a model built on such type of data (min, median,
mean, max), that allows us most accurately capture the depen-
dence of learning results at the university on learning results
at school. In most cases, these are models built on median
or mean grades, but sometimes the minimum or maximum
grades allow to predict future learning outcomes more accu-
rately.

4. The standardization based on the LAMA BPO algorithm pro-
vides a higher error, regardless of which type of the school
mark values is considered (min, median, mean, max).

5. The lower RMSE (about 0.08) resulted from the Probabilistic
Neural Network model based on data of minimum marks of
school disciplines. Model was built based on data on 574 stu-
dents and tested based on data on 143 students (80% and 20%
of the initial data on 717 students of the study programme Mul-
timedia Design). It indicates the successful determination of
central tendency in the data and good forecasting results of the
model.

Table 3. Adjusted school annual and final exam grades (prepared by the authors).

Assessment scales

School ten-point scale

4 5 6 7 8 9 10
Adjusted A-level, S-level, no-level school exam grade 4.4 53 6,1 7,0 79 8,7 9,6
Adjusted B-level school exam grade 3,3 4,0 4,6 5,3 5,9 6,5 72
Adjusted A-level, S-level, no-level annual school grade 4,0 4,8 6,0 7,0 77 8.5 9,4
Adjusted B-level annual school grade 3,1 4,0 4,5 52 5,7 6,4 7.1
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Table 4. RMSE of models predicting GPA for VGTU study programmes

NR Study programmes Ngsr Method of adjusting school grades into a single scale DSA
LAMA BPO algorithm Novel algorithm prepared by authors [28]
Min Median Mean Max Min Median Mean Max
mark mark mark mark mark mark mark mark
1. Air Traffic Control 99 0.429 0.425 0.424 0.444 0.409 0.399 0.399 0.428 RF
2. Aircraft Piloting 139 0.536 0.488 0.518 0.529 0.468 0.452 0.452 0.478 SGBRT
3. Architecture 658 0.607 0.567 0.584 0.591 0.556 0.562 0.568 0.567 ERT
4. Aviation Mechanics Engi- 326 0.659 0.565 0.570 0.580 0.562 0.552 0.553 0.569 SGBRT
neering
5. Avionics 344 0.798 0.728 0.722 0.792 0.706 0.692 0.692 0.697 ERT
7. Building Energetics 315 0.673 0.641 0.641 0.663 0.618 0.608 0.612 0.616 BART
8. Business Logistics 211 0.560 0.583 0.586 0.557 0.525 0.532 0.538 0.509 SGBRT
9. Business Management 649 0.592 0.585 0.583 0.664 0.548 0.547 0.547 0.548 PNN
10. Civil Engineering 912 0.682 0.589 0.595 0.594 0.579 0.577 0.577 0.580 RF
11. Creative Industries 818 0.565 0.554 0.564 0.609 0.549 0.532 0.526 0.537 BART
12. Multimedia Design 717 0.743 0.521 0.578 0.690 0.081 0.14 0.14 0.14 PNN
43. Transport Engineering 825 0.732 0.799 0.734 0.733 0.711 0.705 0.702 0.621 RF
Economics and Logistics
Average 0.538 0.523 0.531 0.574 0.449 0.431 0.428 0.436

Ngr  Number of students (2010-2020)

DSA

The experiment of changing the algorithm of adjusting school
marks into a single scale allowed to achieve a significant reduction
in RMSE for different VGTU study programs, for example:

a) from 0.690 (LAMA BPO algorithm) to 0.081 (author’s algo-
rithm [28]) — study programme Multimedia Design.

b) from 0.758 (LAMA BPO algorithm) to 0.216 (author’s algo-
rithm [28])) - study programme Security Systems Engineering.

This proves research hypothesis that LAMA BPO algorithm is
non-optimal in assessing the school performance, it shows the lower
accuracy of models based on central tendency: positive correlation
between the level of performance in certain school disciplines and
the results of further education in certain university study programs
[12]. Probable reason is that LAMA BPO algorithm overestimates
the level of knowledge for some pupils and underestimates it for oth-
ers. This can reduce university performance, because in some cases,
"weaker" pupils are admitted to university instead of more "power-
ful" ones.

On the other hand, the author’s method [28] of adjusting school
grades into a single scale is not optimal too. It should be consid-
ered as the first step of Bayesian optimization [34] in which from
100 to 1000 different adjusting algorithms (tables with values of
grades adjusted to single scale) will be used to generate data and
build forecasting models, assess their accuracy, and guess directions
to construct new promising adjusting algorithms, based on the Tree-
structured Parzen Estimator approach. New promising adjusting
algorithms are then evaluated (to minimize RMSE of forecasting
models) and search for new promising adjusting algorithms contin-
ued. The result will be the optimal adjusting algorithm.

Combining the data on school and university performance from
the main Lithuanian universities, we will get a representative
database, therefore will be able to develop the optimal algorithm
for adjusting school marks into a single scale.

Conclusions
Several important conclusions can be drawn from this study.

1. The research hypothesis was proven. LAMA BPO algorithm
is non-optimal in assessing the school performance and could
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be improved. Several predictive models have been created ac-
cording to various methods of adjusting school grades into a
single scale. As aresult, it was proved that the LAMA BPO al-
gorithm is not the most accurate when it comes to determining
the level of knowledge of Lithuanian pupils.

2. The research aim was achieved: a system was developed to
forecast a school graduate’s university results with a minimum
forecasting error.

3. A new hypothesis was put forward: by combining data on
school and university performance from the main universities
of Lithuania, it is possible to construct a system for calculating
the parameters of the optimal algorithm by the criteria of min-
imizing the errors of forecasting models: successful studies at
the university (higher GPA); dropout; not passing exams; re-
takes; change study program, unemployment and employment
prospects, etc.

4. Novel algorithm [28] could be recommended for use by
LAMA BPO.
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Abbreviations LSU - Lithuanian Sport University
o . ML - Machine Learning
Al - Artificial Intelligence PNN - Probabilistic Neural Network [33]
AUC - Area Under the Curve R&D - Research and Development
BART - Bayesian Additive Regression Trees [30] RF R Random Forest Regression [32]
ERT - Ensemble of Regression Trees [29] RMSE _ Root Mean Square Error
GPA - Grade Point Average SGBRT - Stochastic Gradient Boosted Regression Trees [31]
KNIME - Konstanz Information Miner SL _ Supervised learning
LAMA BPO - Lietuvos Aukstyjy Mokykly USL _ Supervised learning
Asociacija Bendrajam Pri¢mimui USPSS - Undergraduate Study Program Search System
Organizuoti (lith), VGTU - Vilnius Gediminas Technical University
Association of the General Admission
to Lithuanian Universities
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